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Abstract Header
This Best Practice is intended to evaluate an APM configuration as suitable for production deployment.
· Documentation Guidelines
· RunBook Organization
· Process Review Templates
· Report Organization
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1 Overview

APM is an important technology to help the IT organization close the gap on managing Application Performance.  APM is a significant departure from traditional Availability Monitoring (AM) in that it has variable configuration options with regards to the variety and quantity of information that it can present.  With AM you would have a single agent configuration generating a few dozen metrics eight or ten times per day.  With APM you have thousands of metrics arriving every fifteen seconds.
In addition to concerns for metrics storage capacity and performance, you must also give some thought to the ensuring that you have suitable metrics that will properly indicate the ‘health’ of the application as well as provide a foundation for triage, should the application experience a performance problem in a QA or Production setting.

None of this is difficult.  It simply requires some additional process to confirm that you are using the right settings, achieving the proper visibility and alerting on the significant components.

This pre-production review exercise is designed to ensure that your APM configuration is ready for production deployment.

This activity should be part of your on-going practice with APM.  Following the recommendations will help ensure you get the best possible value from your APM investment.

If you are experiencing your first APM production deployment you may feel that this exercise is over-wrought.  This review certainly has a lot of things that you may not have considered necessary or appropriate for your application.  This is especially pertinent if you will not anticipate additional deployments, with different applications, in the future.

If you really want to be successful the first time you deploy, you have to address these questions.

Getting a new technology to production is hard.  Getting permission to try a second time, after the first attempt failed – that’s very difficult.  You have to be prepared to show that you know what you are doing – even if it is the first time.  The pre-production review is your mechanism to insure that the successive deployments… will be as successful as the first.

2 Checklist

2.1 Documentation

The key document for a pre-production review is the Production or Operational RunBook.  This is a ‘cookbook’ detailing how to deploy and confirm an APM monitoring configuration.  The complexity of the RunBook is only as much as is required by each client IT organization and will, at minimum, detail the installation of the agent and EM appropriate for the client environment.

CA-Wily provides extensive documentation on how to install and configure the APM products but this is unavoidably generic and applies to a wide variety of platforms and operating environments.  A RunBook is the tailoring of these instructions and guidelines specific to the realities of your operational environment.

An advantage of this approach is that generating a RunBook is something that is undertaken the first time you move APM technology to production.  Thereafter, only the changes or exceptions are required to be detailed.

If your scope of responsibility is beyond the one or few applications you are currently bringing to production for the first time then you should consider employing a “Gold Configuration” approach.

With a Gold Configuration, you identify the major application types, that you will experience in your operational environment, and validate a monitoring configuration for each one.  All of these are documented in the RunBook.  Thereafter, any successive deployment utilizes one of the approved “Gold” configurations.  This obviates the need for any exception process.

If you do consider a Gold Configuration approach please also ensure that you have an exception process for any configuration changes that might be needed after the initial deployment.  Your client organizations may need additional visibility or customization of dashboards and reports – other than what was provided by the Gold Configuration.

RunBook Outline
Agent Installation

Enterprise Manager Installation

WebView Configuration

Workstation Install/Download

Agent Configuration Validation

Alert Definition and Thresholds

2.2 Process Review

There are a number of process streams leading to the successful deployment of an application with APM enabled.  This section employs a variety of checklists to confirm the success of the underlying processes and to act as a ‘punch-list’ of activities that need to be completed before a production deployment should be undertaken.
Much of the information that is collected can be obtained in parallel with the functional or stress & performance testing of an application.  You simply need to have monitoring enabled.
Of course the prediction of production success is a direct function of the quality of load generation (how reproducible is it?) and the overall stability of the application.  The best circumstance is to undertake your first production rollout of APM against a stable application.  The reason for this is simple – ANYTHING that goes wrong in production will be blamed on the unknown quantity – the APM configuration.  This is just the ‘tried and true’ reasoning – if something broke, then it is the last change that should be backed out.

Of course, a great motivation to employ APM is to get visibility into the nature of unstable applications – so avoiding this situation may not be possible.  The best defense is to complete a pre-production review and document how you know the monitoring configuration is safe.

DO NOT adopt the mindset of: “Let’s try it first and see if we get lucky.  Then we’ll do a RunBook when we get the second chance”.  Believe me – getting a second chance is going to be tough.  IF you want to be successful, you simply have to take the steps to assure it.

Now you may have seen that a CA-Wily Consultant will be able to go to production in typically 2-6 hours, during a firefight service, for example.  Looked pretty easy, didn’t it?  Reflect on exactly what that difference is: they have years of experience with APM.  How much do you have?  This doesn’t mean that you do not have the skills or aptitude.  You just need to experience the process a few times.
Pre-Production Review – QA Experience

	Activity/Attribute
	Result
	Comment
	Impact

	Has the agent configuration been load tested
	
	
	Some application will have unpredictable results, even with a default configuration

	What type of load was applied
	
	
	Insufficient exercise of key use cases will make for unexpected issues

	What duration of load was applied
	
	
	Insufficient load duration will lead to inconsistent results

	Has the load profile been proven to be consistent
	
	
	Inconsistent load will lead to inconsistent results and findings

	Do the application require restart before additional testing
	
	
	Required restart is suggestive of instability

	What is the Agent configuration 
	
	
	LeakHunter will impact memory footprint and application startup time

	How many metrics are experienced
	
	
	Excessive metrics will overload EM

	Are custom metrics employed (CMTs)
	
	
	Inappropriate CMTs may incur excessive overhead

	Does the application have an unusual startup signature
	
	
	Startup requirements are important for Operations team to understand

	Are application response time acceptable
	
	
	Response time is the primary criteria of application quality

	Is the memory profile exceptional
	
	
	Memory management is the most significant predictor of production success

	Have application stalls been experienced
	
	
	Stalls are the early warning of application stress

	Have errors/exceptions been detected
	
	
	Unaddressed errors are important for Operations to understand


Pre-Production Review – Proposed Production Configuration
	Activity/Attribute
	Result
	Comment
	Impact

	Has the agent configuration been load tested
	
	
	Some application will have unpredictable results, even with a default configuration

	What are the differences from the QA Agent Configuration
	
	
	All configurations must be tested prior to production deployment

	What type of load was applied
	
	
	Insufficient exercise of key use cases will make for unexpected issues

	What duration of load was applied
	
	
	Insufficient load duration will lead to inconsistent results

	Has the load profile been proven to be consistent
	
	
	Inconsistent load will lead to inconsistent results and findings

	Do the application require restart before additional testing
	
	
	Required restart is suggestive of instability

	What is the Agent configuration 
	
	
	LeakHunter will impact memory footprint and application startup time

	How many metrics are experienced
	
	
	Excessive metrics will overload EM

	Are custom metrics employed (CMTs)
	
	
	Inappropriate CMTs may incur excessive overhead

	Does the application have an unusual startup signature
	
	
	Startup requirements are important for Operations team to understand

	Are application response time acceptable
	
	
	Response time is the primary criteria of application quality

	Is the memory profile exceptional
	
	
	Memory management is the most significant predictor of production success

	Have application stalls been experienced
	
	
	Stalls are the early warning of application stress

	Have errors/exceptions been detected
	
	
	Unaddressed errors are important for Operations to understand


Pre-Production Review – Monitoring Usability

	Activity/Attribute
	Result
	Comment
	Impact

	Has a Configuration Baseline been collected
	
	
	Details the impact of alternate agent configurations

	Has an Application Baseline been collected
	
	
	Details the test plan coverage and establishes ‘normal’ transaction signatures

	What are the key Use Cases
	
	
	Identify the key uses cases for operations to manage towards

	Are unusual transaction patterns present
	
	
	Call out unusual but acceptable patterns for operations

	Has a Performance Baseline been collected
	
	
	Details the app signature and establish ‘normal’ performance signatures

	What are the 10 slowest components
	
	
	These are candidates for dashboarding

	What are the 10 most active components
	
	
	These are candidates for dashboarding

	What components are strongly correlated with load (response/invocations)
	
	
	There are candidates for capacity management

	What components are independent of load (response/invocations)
	
	
	There are candidates to confirm availability

	What metrics best represent Availability
	
	
	These are candidates for alerting

	What metrics best represent Performance (response)
	
	
	These are candidates for alerting

	What metrics best represent capacity (invocation)
	
	
	These are candidates for alerting

	Has a triage dashboard been prepared
	
	
	These will let Operations confirm an issue exists and notify key triage resources

	Has the dashboard been validated
	
	
	This established that the dashboard is functioning

	What alerts are proposed
	
	
	What will be alerted on

	How were alert threshold defined
	
	
	How were the thresholds determined, assigned and tested


Pre-Production Review – Operations Handoff

	Activity/Attribute
	Result
	Comment
	Impact

	Has a validated agent distribution been prepared
	
	
	Generic agent configuration will not yield optimal visibility

	Has a validated EM distribution been prepared
	
	
	Generic EM configurations will not yield optimal storage performance

	Has alert integration been tested and new alerts been validated
	
	
	Ensures that necessary alerts are available for action

	What is the metrics impact of the proposed deployment footprint
	
	
	How much EM capacity will be absorbed

	Is there sufficient EM capacity
	
	
	How much EM capacity will remain

	Who is the support contact if alerts are received
	
	
	Alerts should actionable, not simply informational

	Will application support be receiving alerts via email/workstation
	
	
	Do we assume or confirm that you are working on the issue

	How is the agent monitoring configuration disabled
	
	
	How do we disable monitoring without going through uninstall

	How are alternate monitoring configurations activated
	
	
	If a monitoring configuration change is indicated, how do we do it

	How is the monitoring footprint validated as functioning
	
	
	How do we confirm that monitoring is “up”

	When will updated EM Management Modules be available
	
	
	Dashboards, thresholds, report templates are all contained in the Management Module jar file

	Is any periodic reporting to be configured
	
	
	Periodic reporting requires cron table update

	Is there any data integration with  another database or data warehouse
	
	
	Data integration requires specific EM configuration to be established


Pre-Production Review – Advanced Configurations Review

	Activity/Attribute
	Result
	Comment
	Impact

	Is GNF or Super GNF Employed
	
	
	May result in metrics explosion if mis-targeted

	Change Detector – how many potential changes
	
	
	May result in excessive metrics

	Change Detector – how many files watched
	
	
	May result in excessive initial scan time

	JavaScript impact – quantity of scripts and complexity
	
	
	May result in excessive CPU time

	Are excessive SQL metrics present in QA
	
	
	May need to disable SQL metrics in production

	EM-MOM – are excessive alerts proposed
	
	
	May exceed EM-MOM CPU capacity

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


3 Report Guidelines

3.1 Configuration Baseline

What configurations were tested (minimum testing indicated)

Default-typical (minimum)

Default-full (minimum)

Instrumentation Disabled (minimum, autoprobe=FALSE)
Default-typical + LeakHunter

Default-typical + CMTs

What is the load profile (minimum 20 minutes at steady-state), graph

What are the key component(s) response time metric, at steady state, table

What are the key component(s) invocation count, at steady-state, table

What is the memory profile, graph

What is the CPU utilization profile. graph
3.2 Application Baseline

What transactions (use cases) were tested

Screen shots of representative transaction traces

What are the response times of the targeted use cases

What proportion (invocations) of the use cases is expected for production
3.3 Performance Baseline

Was a load-to-failure test achieved

What are the key component(s) invocation count, test duration, graph

What are the key component(s) response time, test duration, graph

What components degraded significantly near failure, response time, table

What Stalled metrics were experienced, graph, table

What Concurrency metrics were experience, graph, table

What Error metrics were experienced, graph, table

What metrics were chosen for alerting

What does the overview dashboard look like near and at failure
3.4 HealthCheck

For each application type, for which a Gold Configuration exists, summarize the significant metrics for that class of application
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