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Introduction
This document is the result of a question raised by a customer during an engagement.—what things should I avoid when deploying and using CEM? 
Guiding Principles
1. Try to avoid many the conditions presented below through 1) capturing clear requirements, 2) having non-overlapping roles and responsibilities, 3) review suggested configuration settings before deployment, 4) double-check configuration entries and 5) monitor CEM logs and defects after deployment.

2. If having one the conditions listed below, then attempt to resolve and correct as quickly as possible.
Deployment

The following are some steps to avoid when deploying CEM:
1. For enterprise-wide deployments, not having project managers to coordinate and monitor the deployment.
2. Having incorrectly architected the location or number of TIMs/TESSes. This is possibly due to incorrect traffic estimates, application scope changes, or other factors.
3. Roles and Responsibilities issues

a. No one assigned with CEM responsibilities on an ongoing basis.
b. CEM Administrator has no or little training.

c. Overlapping or unclear CEM roles and responsibilities
4. TIM network span or tap issues
a. Out of sequence packets due to inputs of multiple speeds or multiple input contention. This could impact successful recording and transaction statistics.
b. Tap or span incorrect configured and fails to show HTTP/HTTPS traffic or two way traffic. 
Configuration

The following are some of the misconfiguration steps that can impact the success of the CEM deployment:

	Misconfiguration 
	Impact

	Web Servers Filter
	Not seeing correct traffic, inability to record.

	Inactive Users
	Too low a setting can slow down the Tim with many inactive users. Too high a setting may result in too many active users who should be made inactive.

	Licenses
	Expired license or license set for too few users will result in limited access

	User Processing Type
	Using enterprise mode when there are too many active users can slow down the TESS and exceed system capabilities.

	SMTP Settings
	Not getting reports delivered to one or more persons.

	Time Zone Settings/Synchronize Time
	Incorrect time or gaps in CEM statistics. 
Statistics could also be duplicated or 

corrupted. Also problems while recording.
Time on TIM incorrect or not propagated from TESS. 

	User Privileges
	CEM Analyst/Administrator cannot access reports and administrative functions.

	Monitor
	Inability to monitor defects. Two TIMs monitoring the same servers may result in duplicate transactions.
Not enabled will result in no defects and reports be created.


Recordings and Transaction Definition

In addition to the above list, these additional misconfiguration steps that can impact CEM application monitoring:
	Misconfiguration 
	Impact

	Session & User Identifier
	Incorrect settings may impact user and user group creation. It also may result in unspecified users and lack of per user statistics.
An invalid offset and length may result in an incorrect value for the user/session identifier.
Failing to Set NTLM User Authentication not to match user name will have 401 errors incorrectly reported as defects.

	Case Sensitive URL Paths
	Incorrect setting may result in not getting defects.

	Case Sensitive Login Names
	Changing this will result in a user name conflict and “duplicate key violates unique constraint” errors.

	Application Type and Authentication Type
	Incorrect setting may result in unspecified users affecting root cause determination and reporting.

	Private Parameters
	No or incorrect definitions may mean exposure of user privacy information

	Ignore Applications in User Recognition
	If unchecked and users log into multiple applications, then they may be incorrectly counted multiple times.

	Private Keys
	If incorrect or missing, may not decode https traffic sufficiently.

	Collect Transaction Statistics
	If enabled and not needed, may result in unnecessary processing and statistics in reports.

	Session Timeout
	If set too low, may result in an unspecified user. If set too high may associate transaction with another user using the same session identifier.

	Defect Thresholds
	If set too low will result in too many defects. This may slow down the TESS and result in a defect storm.

	Incorrect Recording Signature
	Incorrect recording can result in 
1) False positives on defects

2) Incomplete or invalid transactions

3) Wrongly included transaction components.

	Invalid recording process.
	Failing to clear browser cache may result in invalid recordings from cache memory rather than the web server.

Invalid language parameters may impact successful recording.

Incorrect IP address (NAT Address rather than “real” IP address) may impact successful recording.

	The “two enables” (business transaction and defect threshold) are not enabled
	No defects or reports will appear.

	Invalid TESS IP Address with script recorder
	Fail to import script to TESS and a 404 error.

	Non-cacheable component marked to be included
	It component is not meant to be included, will result in an incorrect missing component defect.

	Transaction component regular expression in pattern field.
	Any invalid values in the pattern fields including invalid regular expressions may result in not matching the transaction and no corresponding defect.


Integration

The following are some of the misconfiguration steps that can impact the success of the CEM deployment

	Misconfiguration 
	Impact

	Tess hostname in Service Desk Plug-In not externally recognized by DNS.
	CEM Link in Service Desk ticket will not work.

	Introscope version/Legacy CEMTracer version checkbox.
	Incorrect settings can impact Introscope integration performance and may result in not sending domainconfig.xml to the Enterprise Manager.

	CEM section of Agentclusters.xml not uncommented.
	No CEM Metrics in Introscope Investigator

	SiteMinder passphrase  or policy server information incorrect .
	SiteMinder plug-in will fail to connect to policy server and integration will fail to take place.

	Machine.config file is incorrect.
	.Net Introscope agent may fail to start and Introscope integration will fail.

	IntroscopeAgent.profile is incorrect
	Introscope agent may fail to start and Introscope integration will fail.

	Transaction Trace Time Threshold
	Set too high may result in no transaction traces. Set too low may result in too many transaction traces and may also impact Enterprise Manager/agents.

	Frequent TIM monitor synchronizations
	May impact Enterprise Manager performance.

	Ports
	Fail to connect to Introscope, Service Desk and other servers used to integration.


Post-Configuration 

If CEM administration is not or underperformed, then the following may be the result.
	Misconfiguration 
	Impact

	Incidents not being analyzed and closed
	CEM performance may slow down and incidents are not resolved.

	CEM logs not being reviewed on a periodic basis


	Outstanding CEM configuration, database, and performance issues may get overlooked.

	CEM not being continuously optimized


	TIM and TESS architecture and configuration may be incorrect. CEM configuration, database, and performance may not be keeping up with application changes.


Etcetera
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