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Abstract

> As access to CA IDMS systems increases from the web 

and distributed environments, performance is more 

important than ever. This full-day session focuses on the 

process of monitoring and tuning CA IDMS/DB and CA 

IDMS/DC systems to meet SLAs and other performance 

goals. Multitasking, zIIP processing, Data Sharing, and 

operating system features that improve total cost of 

ownership are also discussed. 
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Agenda

> Applications, Database design

> Benchmarks, Goals, Monitoring Tools 

> Performance results of an un-tuned system

> SYSGEN changes

 Performance results

> Buffer changes

 Performance results
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Agenda

> zIIP enabled

 Performance results

> Multitasking enabled

 Performance results

> zIIP and Multitasking enabled

 Performance results

> Summary

 Performance results
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Agenda

> Parallel Sysplex features

> Health Checks
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Applications and Access

> Access from VTAM (CA IDMS™/DC) and CICS

> CA IDMS/DC 

 CA ADS™

 COBOL DML

> CICS

 COBOL Dynamic SQL

 COBOL DML
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Database Design

> Records

 Account, History, Branch, Teller

– 100,000 Accounts

– 1,000 Branches

– 10,000 Tellers

– 1 History record inserted for each successful transaction

> Areas

 “Account History”

 “Branch Teller”
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Application Design

> CA ADS

 OBTAIN  CALC ACCOUNT

 MODIFY ACCOUNT

 STORE HISTORY

 OBTAIN KEEP OWNER WITHIN BRANCH-ACCOUNT

 MODIFY BRANCH

 OBTAIN KEEP TELLER WITHIN BRANCH-TELLER USING 

TELLER-NUMBER

 MODIFY TELLER
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Application Design continued

> DC COBOL

 OBTAIN  CALC ACCOUNT

 MODIFY ACCOUNT

 STORE HISTORY

 OBTAIN KEEP OWNER WITHIN BRANCH-ACCOUNT

 MODIFY BRANCH

 OBTAIN KEEP TELLER WITHIN BRANCH-TELLER USING 

TELLER-NUMBER

 MODIFY TELLER
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Application Design continued

> CICS DML COBOL

 OBTAIN  CALC ACCOUNT

 MODIFY ACCOUNT

 STORE HISTORY

 OBTAIN KEEP OWNER WITHIN BRANCH-ACCOUNT

 MODIFY BRANCH

 OBTAIN KEEP TELLER WITHIN BRANCH-TELLER USING 

TELLER-NUMBER

 MODIFY TELLER
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Application Design continued

> CICS Dynamic SQL COBOL

 SELECT ACCOUNT_BALANCE,  ACCOUNT_BRANCH

 UPDATE ACCOUNT

 INSERT HISTORY 

 SELECT BRANCH

 UPDATE BRANCH

 SELECT TELLER

 UPDATE TELLER
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Benchmark Runs

> 80,000 Transactions

 Online

– CA ADS (30,000 Transactions)

– COBOL (30,000 Transactions)

 CICS

– COBOL DML (10,000 Transactions)

– COBOL Dynamic SQL (10,000 Transactions)
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Benchmark Run

> TPNS used to drive transactions

 IBM product 

– Teleprocessing Network Simulator
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Goals

> Best Performance

 CPU Usage

 Response Time

– Sub Second

 Throughput
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Monitoring and Reporting

> Interactive (Real Time)

> Post processing 
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Monitoring and Reporting continued

> Interactive (Real Time)

 CA IDMS Performance Monitor (PMRM)

 DCMT COMMANDS

 OPER
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Monitoring and Reporting continued

> Post Process

 CA IDMS Performance Monitor Reports

– Application Monitor

– Interval Monitor

 SREPORTS

 Real Time monitoring tools can also be used for Post 

Process monitoring 

– PMRM

– PMIM
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Real Time Monitoring (PMRM)
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Real Time Monitoring (DCMT)
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Real Time Monitoring (OPER)
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Analysis Online (PMIM)
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Analysis Online (PMAM)
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Analysis PMAM Reports
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Analysis PMIM Reports
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Analysis SREPORTS
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Analysis Reports (UCFBATCH and DCMT)
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Un-tuned System
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Un-Tuned System

> System has been intentionally un-tuned to cause bad 

performance

 SYSGEN options

 Buffers
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Real Time Monitoring (PMRM)
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Real Time Monitoring (PMRM)



16 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

31 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Real Time Monitoring (PMRM)
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Real Time Monitoring (PMRM)

Waits on Journal I/O. Journals 
are the biggest bottleneck in 

most online systems. 
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Real Time Monitoring (PMRM)

Waits on “PDTECB” is a red 
flag!
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Real Time Monitoring (DCMT)
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Real Time Monitoring (DCMT)
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Real Time Monitoring (DCMT)
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Real Time Monitoring (DCMT)

Waits on “PDTECB” is a red 
flag!
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Real Time Monitoring (DCMT)
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Real Time Monitoring (DCMT)
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Real Time Monitoring (DCMT)
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Real Time Monitoring (OPER)
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Post Process Monitoring (DCMT)

Abends, Deadlocks, and 
especially runaways are never 

a good thing.

Buffer waits need to be 
addressed.
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Post Process Monitoring (DCMT)

Journal Buffer waits need to 
be addressed!

Program Waits for space 
should be zero. Also notice 

this is a below the line 
program pool.
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Post Process Monitoring (DCMT)

Buffer waits should 
be 0 Ratio between Physical I/Os 

(Reads and Writes) to Found 
In Buffer
look low
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Post Process Monitoring (DCMT) Buffer pages “In-Use” are very 
low

Journal Buffer Waits should 
be 0 
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Post Process Monitoring (DCMT)

The good news is there were 
no Short on Storage 

conditions. Must always be 
zero!
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Post Process Monitoring (DCMT)

High number of loads to a 
below the line program pool 
doesn’t seem right. Other 
than ADS we only have 1 

other program we are using.
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Post Process Monitoring (DCMT)

A very high number of 
Allocations, Frees, and 

Overflows for just 1 Cobol 
program and 1 ADS dialog.
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)

We are not using the zIIP 
feature. CPU effectiveness is 

low and is the first thing 
which needs to be addressed 

for a Production system.
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)

These numbers look high 
based on the SQL workload 

we are pushing through. 
Needs to be investigated.
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Post Process Monitoring (DCMT)

These numbers look high 
based on the workload we are 
pushing through. Needs to be 
investigated. We’ve got 1 ADS  
dialog, 1 Subschema, 1 Map.
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)
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Post Process Monitoring (DCMT)

Biggest bottleneck in the 
system is the journals. 

Anything we can do here will 
help performance. 
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Post Process Monitoring (PMRM)

These numbers look high 
based on the workload we are 
pushing through. Needs to be 

investigated.
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Post Process Monitoring (PMRM)

There is no explicit scratch 
request processing within 
our applications. One or 

more SYSGEN options are 
most likely causing the 

scratch work.
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Post Process Monitoring (PMRM)

Waits on RPL. Most likely 
caused by under allocation 

of RPLs in SYSGEN.
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Post Process Monitoring (PMRM)

68 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Post Process Monitoring (PMRM)
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Post Process Monitoring (PMRM)

Forced Write. A buffer had 
to be forced out of the 

system to allow for 
completion of another I/O.
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Post Process Monitoring (PMRM)
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Post Process Monitoring (PMRM)
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Post Process Monitoring (PMRM)

Overlays and Waits should 
be zero. High number of 

“Pages Loaded” and “Load 
Count” for the number of 

programs used in our test.
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)
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Post Process Monitoring (PMIM)

86 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Post Process Monitoring (PMA Report 1)
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Post Process Monitoring (PMA Report 2)
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Post Process Monitoring (PMA Report 3)
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Post Process Monitoring (PMA Report 4)
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Post Process Monitoring (PMA Report 81)
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Post Process Monitoring (PMI Report 2)
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Post Process Monitoring (PMI Report 13)



47 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

93 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Post Process Monitoring (PMI Report 15)
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Post Process Monitoring (PMI Report 30)
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Post Process Monitoring (SREPORT 3)
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Post Process Monitoring (SREPORT 3)
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Post Process Monitoring (SREPORT 3)
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Post Process Monitoring (SREPORT 7)
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Post Process Monitoring (SREPORT 7)
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TPNS Response Times

> Mean Response Time

 8.00 Seconds (All Applications)

– CA ADS 3.29

– CICS DML 17.62

– CICS SQL 18.38

– DC COBOL 5.85

> Number of Responses

 81,501

> Responses Per Minute

 2,047



51 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

CA IDMS SYSGEN 
Options for 
Performance

102 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Agenda

> Guidelines and Recommendations

> System Statement

> ADSO Statement

> Program Definition Statement

> Task Definition Statement

> Line Definition Statement

> Special Considerations

> Operating System Considerations
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Guidelines and Recommendations

> The values for parameters throughout this presentation 

fall into three categories:

 Best Setting

 Set then Tune

 Site specific Set then Tune
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Guidelines and Recommendations continued

> Best setting

 These have been found to be the best setting for all sites 

and should not be changed

> Set then tune

 The values for these are initially set larger than needed. 

You should use these values and tune them down after 

running through a complete business cycle or through the 

busiest processing period
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Guidelines and Recommendations continued

> Site specific Set then Tune

 These values when related to Storage and  Program Pools 

should be set at a minimum to the values specified in the 

previous release. When upgrading you should set the 

values 10 to 20 percent higher then tune down after 

running through your busiest processing period

 These values when related to Maximum number of tasks 

and Maximum ERUS can only be determined by following a 

process of setting a value, monitoring response time, and 

adjusting up or down until the best values are found
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System Statement

> Storage Cushion is

 10 Percent of Storage pool is

 Best Setting

> Deadlock Detection Interval is 1

 Best Setting

> DPE Count is 1500

 Set then Tune
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System Statement

> CHKuser task is

 Site specific

– Set to anticipated Maximum number of concurrent external 

run unit connections
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System Statement

> External wait is

 Site Specific 

 Application Specific



55 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

109 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

System Statement  

> No Journal Retrieval

 Best Setting

> Journal Fragment Interval is 0

 Best Setting

> Journal Transaction Level is 5

 Best Setting
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System Statement  

> Internal wait is

 Site specific 

 Application Specific
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System Statement  

> Limits for Online/External are Off

 Best Setting
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System Statement  

> Loadlist is SYSLOAD

 Best Setting
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System Statement  

> Multiple enclave is 

 Site Specific

 Application Dependent

– See complete documentation in section x of the 

Programmers reference manual
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System Statement  

> Page Release is No

 No longer used in z/OS

 Dropped in Release 12.1 of CA IDMS
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System Statement  

> Protect

 Best Setting

 Several options available

– Traditional Storage Protect

– HPSP
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System Statement  

> Queue Journal Before

 Best Setting
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System Statement  

> RCE Count is 15000

 Set then Tune
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System Statement  

> Recovery wait is

 Site Specific
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System Statement  

> Relocatable Threshold is No

 Best Setting
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System Statement  

> RESource timeout 

 Site specific
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System Statement  

> Retrieval Nolock

 Best Setting

122 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

System Statement  

> RLE Count is 15000

 Set then Tune
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System Statement  

> Runaway interval is 5

 Best Setting
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System Statement  

> Rununits for ........  5

 Set and Tune
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System Statement  

> Scratch in XA Storage is Yes

 Best Setting
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System Statement  

> Stacksize is 2000

 Set then Tune
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System Statement  

> Statistics Interval Off

 Site specific
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System Statement  

> Statistics Interval Off

 Site specific
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System Statement  

> Statistics Interval Off

 Site specific
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System Statement  

> Storage Key is

 Specify “9” as the Storage key
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System Statement  

> Storage Key is

 Specify “9” as the Storage key
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System Statement  

> Storage Pool is 1200

 Set then Tune
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System Statement  

> Syslocks is 100000

 Set then tune
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System Statement  

> Systrace Off

 Best Setting

 Can be dynamically varied on and off

– # of entries can also be changed

– Maximum # entries can be higher than SYSGEN limit of 

9999.

 Higher number of entries does not affect performance



68 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

135 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

System Statement  

> Ticker Interval is 1

 Best Setting

 Affects all other timer related functions

– These other timer related functions will not execute lower 

than the ticker interval

 Timer Tasks, Deadlock Detection Internal
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System Statement  

> Update Nolock

 Best Setting
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System Statement  

> Program Pool is

 Site specific Set then Tune

> Reentrant Pool is

 Site specific Set then Tune

> XA Program Pool is 

 Site specific Set then Tune

> XA Reentrant Pool is

 Site specific Set then Tune

When upgrading releases the size should be set to the size 

used in the older release.
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System Statement  

> Maximum ERUS and Maximum Tasks

 This number will represent the sum of:

– System Tasks 

– Drivers Tasks

– Max ERUS 

– Max tasks

 Values can be set high then dynamically changed using 

DCMT commands.

– Total is highest value which can be set

– Can vary lower (DCMT) 
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System Statement  

> Maximum ERUS and Maximum Tasks

 Then monitor Response time

and Throughput

 Adjust Max Tasks and Max ERUS

– DCMT V AC TAS MAX TASK nnn

 Repeat until optimum number is found
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System Statement  

> XA Storage Pool is 

 Site specific Set and Tune

 Best to over-allocate initially then tune using Statistics
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ADSO Statement

> Dialog Statistics Off

 Site specific

142 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

ADSO Statement

> Fast Mode Threshold Off

 Best Setting
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ADSO Statement

> Record Compression Off

 Best Setting
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ADSO Statement  

> Resources are Fixed

 Best Setting
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ADSO Statement  

> Storage Mode is Calculated

 Best Setting
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Program Definition Statement

> Nodynamic

 Best Setting

 Incorrect specification depending on the “LOADLIST” in 

use can have a major impact on performance
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Program Definition Statement

> MP Mode is Any 

 Best Setting

 Only applies when using the Multiasking option of CA 

IDMS
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Program Definition Statement

> Noprotect

 Best Setting for production systems when traditional 

storage protection is being used.

 Traditional Storage protect is used if Protect is on at the 

System Level and the Storage Key parameter (of the 

System Statement) specifies a key in the range of 10 to 

15

 Should only be turned on in a production system if 

Storage Overlays are suspected

 “Protect” on with traditional storage protection will result 

in significant increases of CPU usage
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Program Definition Statement  

> If High Performance Storage Protection is being used:

> Protect

 Best Setting for production systems

 Prevents User mode programs and dialogs from over-

writing System programs and System storage

 No increase in CPU usage 

 Non-Production systems should use Traditional Storage 

protection
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Task Definition Statement

> Protocol is EXPresp

 Best Setting
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Line Definition Statement

> Compact

 Best Setting
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Line Definition Statement

> Protocol is EXPresp

 Best Setting
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Line Definition Statement

> PermReadBuf

 Best Setting
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Line Definition Statement  

> RPL Count is 

 20 Percent of number of terminals

 Set and Tune
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Special Considerations

> Storage Pools

 XA Storage pool nnn

– Split by types

 TERMINAL, DATABASE

 SHARED, SHARED KEPT

 USER, USER KEPT

– Pools must be split if High Performance Storage protection 

is being used

 Optional Apar bit 193 can be used to reduce CPU usage
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Operating System Considerations

> CPU effectiveness

 Reported via:

– DCMT D SUBT EFF

– DCMT D SUBT n

– IDMS Health Check - r17 with RO12080

 Reasons for low effectiveness

– Paging, Swapping, Higher Priority Work
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SYSGEN Changes 
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SYSGEN

Changes:
DYNAMIC to NODYNAMIC

NON REENTRANT to REENTRANT
NONRESIDENT TO RESIDENT
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SYSGEN

> SYSTEM statement changes

 Current options

 New Options
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SYSGEN
Current Options

SYSTEM 120
DEADLOCK DETECTION INTERVAL IS 60
EXTERNAL WAIT IS OFF
INACTIVE INTERVAL IS OFF
INTERNAL WAIT IS OFF
JOURNAL FRAGMENT INTERVAL IS 100
JOURNAL TRANSACTION LEVEL IS 0
JOURNAL RETRIEVAL
STORAGE LIMIT FOR ONLINE   TASKS IS 5000
STORAGE LIMIT FOR EXTERNAL TASKS IS 5000
LOCK LIMIT FOR ONLINE   TASKS IS 500000
LOCK LIMIT FOR EXTERNAL TASKS IS 500000
CALL LIMIT FOR ONLINE   TASKS IS 500000
CALL LIMIT FOR EXTERNAL TASKS IS 500000
DBIO LIMIT FOR ONLINE   TASKS IS 500000
DBIO LIMIT FOR EXTERNAL TASKS IS 500000
LIMITS FOR ONLINE ARE ENABLED
LIMITS FOR EXTERNAL ARE ENABLED
LOADLIST IS JOSLOAD
MAXIMUM   ERUS IS 160
MAXIMUM TASKS IS 50
PROGRAM POOL IS 100
PROTECT
QUEUE JOURNAL ALL
RELOCATABLE THRESHOLD IS YES
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SYSGEN
Current Options continued

RETRIEVAL LOCK
RUNAWAY INTERVAL IS 60
RUNUNITS FOR LOADER      = 0
RUNUNITS FOR SECURITY    = 0
RUNUNITS FOR SIGNON      = 0
RUNUNITS FOR MSGDICT     = 0
RUNUNITS FOR QUEUE       = 0
RUNUNITS FOR SYSTEM/DEST = 0
SCRATCH IN STORAGE IS NO
SNAP SYSTEM IS ON
SNAP SYSTEM PHOTO IS ON
SNAP TASK IS ON
SNAP TASK PHOTO IS ON
STATISTICS INTERVAL 60 LINE TASK
WRITE USER TRANSACTION
STORAGE KEY IS 11
SYSLOCKS IS 5000
SYSTRACE ON ENTRIES 9999
TICKER INTERVAL IS 60
UPDATE LOCK
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SYSGEN
New Options

SYSTEM 120
DEADLOCK DETECTION INTERVAL IS 1
EXTERNAL WAIT IS 60
INACTIVE INTERVAL IS 180
INTERNAL WAIT IS 30
JOURNAL FRAGMENT INTERVAL IS 0
JOURNAL TRANSACTION LEVEL IS 5
NOJOURNAL RETRIEVAL
STORAGE LIMIT FOR ONLINE   TASKS IS 5000
STORAGE LIMIT FOR EXTERNAL TASKS IS 5000
LOCK LIMIT FOR ONLINE   TASKS IS 500000
LOCK LIMIT FOR EXTERNAL TASKS IS 500000
CALL LIMIT FOR ONLINE   TASKS IS 500000
CALL LIMIT FOR EXTERNAL TASKS IS 500000
DBIO LIMIT FOR ONLINE   TASKS IS 500000
DBIO LIMIT FOR EXTERNAL TASKS IS 500000
LIMITS FOR ONLINE ARE DISABLED
LIMITS FOR EXTERNAL ARE DISABLED
LOADLIST IS SYSLOAD
MAXIMUM   ERUS IS 160
MAXIMUM TASKS IS 50
PROGRAM POOL IS 100
PROTECT
QUEUE JOURNAL BEFORE
RELOCATABLE THRESHOLD IS NO
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SYSGEN
New Options continued

SYSTEM 120
RETRIEVAL NOLOCK
RUNAWAY INTERVAL IS 10
RUNUNITS FOR LOADER      = 5
RUNUNITS FOR SECURITY    = 5
RUNUNITS FOR SIGNON      = 5
RUNUNITS FOR MSGDICT     = 5
RUNUNITS FOR QUEUE       = 5
RUNUNITS FOR SYSTEM/DEST = 5
SCRATCH IN STORAGE IS YES
SNAP SYSTEM IS OFF
SNAP SYSTEM PHOTO IS OFF
SNAP TASK IS OFF
SNAP TASK PHOTO IS OFF
STATISTICS INTERVAL OFF NOLINE TASK
COLLECT USER TRANSACTION
STORAGE KEY IS 9
SYSLOCKS IS 100000
SYSTRACE OFF
TICKER INTERVAL IS 1
UPDATE NOLOCK
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SYSGEN

Changes:
DYNAMIC to NODYNAMIC
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SYSGEN

Changes:
DYNAMIC to NODYNAMIC
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SYSGEN

Changes:
DYNAMIC to NODYNAMIC
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SYSGEN

Changes:
Add “SQL CACHE”
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SYSGEN

Changes:
NOCOMPACT to COMPACT
PROTOCOL IS DEFRESP to 
PROTOCOL IS EXPRESP
NOPERMREADBUF to 

PERMREADBUF
RPLCOUNT IS 10 TO RPLCOUNT 

IS 100
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SYSGEN

Changes:
PROTOCOL IS DEFRESP to 

PROTOCOL IS EXPRESP
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SYSGEN

Changes:
PROTOCOL IS DEFRESP to 
PROTOCOL IS EXPRESP
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SYSGEN

Changes:
PROTOCOL IS DEFRESP to 
PROTOCOL IS EXPRESP

Re-Run after SYSGEN 
changes

Education

EC801EN
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes

Prior Run
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Re-Run after SYSGEN Changes
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Re-Run after SYSGEN Changes

Prior Run
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Re-Run after SYSGEN Changes

Prior Run
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Post Process Monitoring (PMA Report 1)

Prior Run
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Post Process Monitoring (PMA Report 2)

Prior Run
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Post Process Monitoring (PMA Report 3)

Prior Run
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Post Process Monitoring (PMA Report 4)

Prior Run
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Post Process Monitoring (PMA Report 81)

Prior Run
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Post Process Monitoring (PMI Report 2)

Prior Run
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Post Process Monitoring (PMI Report 13)

Prior Run
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Post Process Monitoring (PMI Report 15)

Prior Run
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Post Process Monitoring (PMI Report 30)

Prior Run
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TPNS Response Times

> Mean Response Time

 .35 Seconds (All Applications)     

– CA ADS .18

– CICS DML .96

– CICS SQL .94

– DC COBOL .10

> Number of Responses

 81,255

> Responses Per Minute

 32,142

> Mean Response Time

 8.00 Seconds (All 

Applications)

– CA ADS 3.29

– CICS DML 17.62

– CICS SQL 18.38

– DC COBOL 5.85

> Number of Responses

 81,501

> Responses Per Minute

 2,047

Prior Run

Buffer Changes 
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Buffer changes

> DBCRSQL_AC_BUFFER increased from 10 pages to 2000 

pages.

> DBCRSQL_BR_BUFFER increased from 5 pages to 120 

pages.

> SYSSQL_BUFFER increased from 3 pages to 700 pages.

> DBCR_BRCH_BUFFER increased from 10 pages to 500 

pages.

> DBCR_ACCT_BUFFER increased from 10 pages to 4000 

pages.
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Buffer Changes

Prior Run



101 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

Re-Run after Buffer 
Changes

Education

EC801EN
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Re-Run after Buffer Changes
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Re-Run after Buffer Changes
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Re-Run after Buffer Changes



103 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

205 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Re-Run after Buffer Changes
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Re-Run after Buffer Changes

Prior Run
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Re-Run after Buffer Changes

Prior Run
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Re-Run after Buffer Changes

Prior Run
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Post Process Monitoring (PMA Report 1)

Prior Run
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Post Process Monitoring (PMA Report 2)

Prior Run
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Post Process Monitoring (PMA Report 3)

Prior Run
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Post Process Monitoring (PMA Report 4)

Prior Run
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Post Process Monitoring (PMA Report 81)

Prior Run
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Post Process Monitoring (PMI Report 2)

Prior Run
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Post Process Monitoring (PMI Report 13)

Prior Run
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Post Process Monitoring (PMI Report 15)

Prior Run
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TPNS Response Times

> Mean Response Time

 .32 Seconds (All 

Applications)

– CA ADS .14

– CICS DML .84

– CICS SQL .84

– DC COBOL .14

> Number of Responses

 81,516

> Responses Per Minute

 70,893

Prior Run

> Mean Response Time

 .35 Seconds (All 

Applications)

– CA ADS .18

– CICS DML .96

– CICS SQL .94

– DC COBOL .10

> Number of Responses

 81,255

> Responses Per Minute

 32,142

zIIP Exploitation

Education

EC801EN
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zIIP Exploitation

> Progress to this point
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Agenda

> Terms and Definitions

> Eligibility and Requirements

> Impact on existing dialogs and programs

> Implementing via IDMS Startup Parameters

> CPs, zIIPs, and Enclaves

> Benefits

> Monitoring

> Evaluating
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Terms and Definitions

> zIIP

 IBM System z Integrated Information Processor

 z/OS software feature HBB7709 is required to use the zIIP 

feature

> CP

 General Purpose Processor

> TCB

 Operating System Task Control Block

> SRB

 Operating System Service Control Block
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Terms and Definitions (cont.)

> Enclave

 An enclave is a representation of a business transaction or 

unit of work 

> TCO

 Total cost of ownership
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Eligibility and Requirements

> Loading of Nucleus Module, Line Drivers, Service Drivers, 

RHDCUXIT from Authorized Libraries

> Additional Authorized Libraries
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Eligibility and Requirements (cont.)

> Rules for load module residence for zIIP 

> Default activation
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Eligibility and Requirements (cont.)

> Rules for load module residence for zIIP 

> Default activation
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Eligibility and Requirements (cont.)

> Rules for load module residence for zIIP 

> Default activation
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Eligibility and Requirements (cont.)

> Rules for load module residence for zIIP 

> Default activation
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Eligibility and Requirements (cont.)

> Rules for load module residence for zIIP 

> Default activation
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Eligibility and Requirements (cont.)

> Rules for load module residence for zIIP 

> Default activation
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Impact on existing dialogs and programs

> None

 All existing dialogs, programs of any language, will run in 

an environment containing zIIP processors without change 

or impact

– Other than an overall reduction in CP CPU usage 
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Implementing via IDMS Startup Parameters

> Startup Parameters

 zIIP=Y (Default if zIIP parameter is omitted)

 zIIP=N

– Do not use the zIIP feature
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CPs, zIIPs, and Enclaves

> zIIP feature works with both Unitasking and Multitasking

> Unitasking

 1 Enclave started for the single TCB (SCA) to be used

> Multitasking

 1 Enclave started for each TCB (SCA) to be used

– Doesn’t depend upon the number of zIIPs installed

– If six subtasks are started for multitasking

 and only 1 zIIP is available on the machine

– 6 enclaves are started
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Benefits

> Reducing CP CPU usage

 Cycles offloaded to zIIP 

 zIIPs are low cost engines

> Testing has shown benefits for all IDMS configurations 
and environments

 CICS DML, CICS SQL, DC ADS, DC COBOL, SERVER, etc

 As well as varying mixtures of the above configurations 
and environments
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DCMT D SUBTASK n
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DCMT D SUBTASK n (Multitasking)
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DCMT D SUBTASK Eff
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DCPROFIL
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Evaluating the zIIP feature

> Evaluation of the zIIP feature

 Requires neither zIIP processors nor even hardware that is 

capable of supporting zIIP processors

 Procedure 
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Evaluating the zIIP feature (cont.)

> Procedure
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Evaluating the zIIP feature (cont.)

> Procedure
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Evaluating the zIIP feature (cont.)

> Procedure

242 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Evaluating the zIIP feature (cont.)

> Procedure
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Re-Run with zIIP 
enabled

Education

EC801EN
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Re-Run zIIP Enabled
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Re-Run zIIP Enabled
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Re-Run zIIP Enabled



124 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

247 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Re-Run zIIP Enabled
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Re-Run zIIP Enabled

Prior Run
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Re-Run zIIP Enabled

Prior Run
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Re-Run zIIP Enabled

30 Seconds of the System Mode  CPU  time 

used ran on the zIIP engine.

Approximately 25% of the CPU usage was 

moved from the CP to the zIIP

Total System Mode CPU used is 119 Seconds
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Post Process Monitoring (PMA Report 1)

Prior Run
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Post Process Monitoring (PMA Report 2)

Prior Run
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Post Process Monitoring (PMA Report 3)

Prior Run
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Post Process Monitoring (PMA Report 4)

Prior Run
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Post Process Monitoring (PMA Report 81)

Prior Run
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Post Process Monitoring (PMI Report 2)

Prior Run
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Post Process Monitoring (PMI Report 13)

Prior Run
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Post Process Monitoring (PMI Report 15)

Prior Run
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TPNS Response Times

> Mean Response Time

 .32 Seconds (All 
Applications)

– ADS .10

– CICS DML .93

– CICS SQL .94

– DC Cobol .12

> Number of Respo nses

 81,226

> Responses Per Minute

 81,226+

> Mean Response Time

 .32 Seconds (All 
Applications)

– ADS .14

– CICS DML .84

– CICS SQL .84

– DC Cobol .14

> Number of Responses

 81,516

> Responses Per Minute

 70,893

Prior Run

Multitasking in 
CA IDMS
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Agenda

> What is Multitasking?

> Considerations

> Monitoring

> Benefits and costs

What is Multitasking

> Dispatching in a Unitasking system

> Dispatching in a Multitasking system

> Subtasks

> Modes

> RHDCMODE

> CA IDMS components in MPMODE ANY
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What is Multitasking continued

> Dispatching in a Unitasking system

CPU  0                CPU  1                CPU  2                  CPU  3                 CPU 4  

TASK  3

#WAIT

TASK  1

TASK  2

#WAIT

What is Multitasking continued

> Dispatching in a Multitasking system

CPU  0                CPU  1                CPU  2                  CPU  3                 CPU 4  

TASK  6 #WAIT

TASK  7

TASK  3

TASK  10

TASK  8

#WAIT

TASK  1 TASK  2

#WAIT

TASK  4

#WAIT

TASK  9

TASK  5

#WAIT
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What is Multitasking continued

> Subtasks

R10

RHDCCSA

+518

+0

TCB TCB TCBTCB

MAINTASK

+0 +0 +0

SUBT0001 SUBT0002 SUBT0003

What is Multitasking continued

> Modes

 ANY

 DC                                  

 DB                                        

 USER

 LOADER

 DRIVER

 CALLER
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What is Multitasking continued

> RHDCMODE (Mode Manager)

> Multitasking is:

 Not CPU driven

 Driven by number of tasks queued for System Services 

(Queue Depth) 

What is Multitasking continued

> CA IDMS system components running in MPMODE=ANY

 Dispatcher

 Task-local functions

 Storage manager

 Scratch manager

 Database engine

 Security engine
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Considerations

> Application Programming concerns

 Shared Storage

Considerations continued

> System Exits (RHDCUXIT)

> Database Procedures
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Considerations continued

> Considerations for the DBA

 Program definition statement

– MPMODE is (ANY or SYSTEM)

– Protect vs. NoProtect

– Program pool sizes

Considerations continued

> Considerations for the DBA

 Affinity (Subtask)
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Considerations continued

> Considerations for the DBA

 Invoking

– Freeform parameter (recommended)

 MT=Y,SUBT=n

– Positional parameter

 The letter “M” in the 21st position of the PARM statement 

following the System number

Monitoring

> DCMT commands

 DCMT DISPLAY SUBTASK 

 DCMT DISPLAY MPMODE 

 DCMT DISPLAY MT Q DEPTH

 DCMT VARY MT Q DEPTH 

 DCMT D SUBT EFF 

> CA IDMS Performance Monitor
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Benefits and Costs

> Increased throughput and a reduction in response time

> The cost is a CPU increase that will vary from site to site

 Higher level of concurrence

 Handling of Multiple subtasks

 RHDCMODE

Re-Run with 
Multitasking option

Education

EC801EN
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Re-Run Turning on Multitasking  
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Re-Run Turning on Multitasking  
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Re-Run Turning on Multitasking  
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Re-Run Turning on Multitasking  



141 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

281 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Re-Run Turning on Multitasking  

Prior Run
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Re-Run Turning on Multitasking  

Prior Run
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Re-Run Turning on Multitasking  

Prior Run
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Re-Run Turning on Multitasking   

Prior Run
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Re-Run Turning on Multitasking  

Prior Run
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Re-Run Turning on Multitasking  

Prior Run
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Re-Run Turning on Multitasking  

Prior Run

288 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Post Process Monitoring (PMA Report 1)

Prior Run
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Post Process Monitoring (PMA Report 2)

Prior Run
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Post Process Monitoring (PMA Report 3)

Prior Run
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Post Process Monitoring (PMA Report 4)

Prior Run
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Post Process Monitoring (PMA Report 81)

Prior Run
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Post Process Monitoring (PMI Report 2)

Prior Run
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Post Process Monitoring (PMI Report 13)

Prior Run
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Post Process Monitoring (PMI Report 15)

Prior Run
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TPNS Response Times

> Mean Response Time

 .22 Seconds (All 

Applications)

– CA ADS .09

– CICS DML .60

– CICS SQL .61

– DC COBOL .07

> Number of Responses

 81,413

> Responses Per Minute

 81,413+

> Mean Response Time

 .32 Seconds (All            

Applications)

– CA ADS .10

– CICS DML .93

– CICS SQL .94

– DC COBOL .12

> Number of Responses

 81,226

> Responses Per Minute

 81,226+
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Re-Run using both 
zIIP and Multitasking 
options

Education

EC801EN
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zIIP and MT



150 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

299 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

zIIP and MT
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zIIP and MT
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zIIP and MT
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zIIP and MT
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zIIP and MT
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zIIP and MT



153 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

305 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

zIIP and MT
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zIIP and MT
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zIIP and MT
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TPNS Response Times

> Mean Response Time

 .32 Seconds (All Applications)

– ADS .10

– CICS DML .89

– CICS SQL .91

– DC Cobol .15

> Number of Responses

 81,620

> Responses Per Minute

 81,620+
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Conclusion of Testing 
and Benchmarking
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Summary
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Summary
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Sysgen Changes,  32142

Buf f er  Changes,  70,893

zI IP ,  80,000

M T ,  80,000

zI IP+M T ,  80,000

zI IP+M T ,  80,000

0

10000

20000

30000

40000

50000

60000

70000

80000

T r a n s a c t i o n s  P e r  M i n u t e

1

T h r o u g h p u t  A l l  a p p l i c a t i o n s

Un-T uned

Sysgen Changes

Buf f er  Changes

zI IP

M T

zI IP+M T

zI IP+M T

312 November 16-20, 2008   Copyright © 2008 CA. All rights reserved.

Summary
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Summary
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Summary
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Summary
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Summary
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Summary

Parallel Sysplex 
feature of CA IDMS

Education

EC801EN
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Abstract

This section discusses the Parallel Sysplex features 

available with IDMS. These features include Shared 

Cache, Data Sharing, Dynamic Run unit routing, and CV 

cloning.
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Agenda

> Shared Cache

> Data Sharing

> Dynamic Database Session Routing

> CV Cloning
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Shared Cache Definition

> Large, high-speed buffer in a Coupling Facility

> Contains database pages from files assigned to the cache 

and accessed by the CVs running in a Sysplex

> Cornerstone of the Coupling Facility features

> Used by ™ CA IDMS®/DB Data Sharing to allow multiple 

central versions to simultaneously update the same 

physical database
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Shared Cache Implementation

> Define shared cache to the Coupling Facility

STRUCTURE NAME(IDMSSUPPCACHE002) SIZE(5120) 

PREFLIST(COUPLET1)
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Shared Cache Implementation (cont.)

> DMCL Definition:

ALTER

DMCL R170DMCL

INCLUDE SEGMENT DBCR

DEFAULT SHARED CACHE IDMSSUPPCACHE002

Shared Cache Implementation (cont.)

> DCMT VARY commands

DCMT VARY SEGMENT NAME SHARED CACHE NAME/NO

DCMT VARY FILE NAME SHARED CACHE NAME/NO

DCMT VARY AREA NAME SHARED CACHE NAME/NO

DCMT Vary SHAred CAche cache-name ON/OFf
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Shared Cache Tuning and Monitoring 

> Tuning

 Increase shared cache size

 Define additional shared cache

> Monitoring 

 DCMT

 CA IDMS Database Performance Monitor Option

 SREPORTS
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Data Sharing Definition

> A data sharing group

 Named collection of  CA IDMS/DB systems within a sysplex. 

 Each  CA IDMS/DB system associated with a data sharing group 
is referred to as a member of that group

> Data sharing and data sharing groups are the mechanisms that 
allow files to be open in update mode by all designated central 
versions

> Actual file data is maintained in the shared cache discussed 
earlier
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Data Sharing Implementation

> Each data sharing group requires the definition of a list 
structure and a lock structure in the Coupling Facility

> One or more cache structures must be defined to share 
update access to data 

> Definition in DMCL

 Default data sharing attribute

 Segment or file data sharing attribute
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Data Sharing Implementation (cont.)

> Actual list and lock structure definitions:

 STRUCTURE NAME(CAIDMSSUPPGRP1LI) SIZE(4096) 

PREFLIST(COUPLET1)

 STRUCTURE NAME(CAIDMSSUPPGRP1LK) SIZE(5120) 

PREFLIST(COUPLET1)

 Sizes are in K bytes
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Data Sharing Implementation (cont.)

> DMCL definition:
ALTER

DMCL R170DMCL

DATA SHARING DEFAULT SHARED CACHE 
IDMSSUPPCACHE002

LOCK ENTRIES 100000 MEMBERS 5

ON CONNECTIVITY LOSS NOABEND

INCLUDE SEGMENT DBCR

DATA SHARING YES

DEFAULT SHARED CACHE IDMSSUPPCACHE002
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Data Sharing Implementation (cont.)

> Each member of the data sharing group requires 

SYSIDMS definition with

 DSGROUP

 DCNAME

//SYSIDMS  DD *

DSGROUP=SUPPGRP1

DCNAME=TECHD120
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Data Sharing

> System Managed Rebuild

 For planned reconfigurations of the Coupling Facility  

> System Managed Duplex Rebuild

 Provides Coupling Facility failure recovery capability

> Monitoring

 DCMT commands

 CA IDMS Performance Monitor 

 JREPORTS
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Coupling Facility Structures

> CA IDMS Visual DBA

 Modeling tool

 Uses CV’s DMCL definition

 Generates Coupling Facility-ready syntax for:

– Cache, List, and Lock structures
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Data Sharing Benefits

> 24X7 processing

 Fault Tolerance

 System Maintenance

> Scalability

 Additional CVs have update access to files

> Workload balancing

 Additional update CVs can be started and stopped as needs 
change; work may be processed by any CV defined in the data 
sharing group

> Easy to implement and use

Dynamic Database 
Session Routing Definition

> Provides Workload balancing between  CA IDMS/DB 

systems running in the Sysplex. 

> Workload balancing is dynamic and based on actual 

system load
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Dynamic Database Session 
Routing Implementation

DBGROUPs

> Backend Definitions

 Add DBGROUP statement(s) to Database Name Table

 Use “CREATE DBGROUP” statements to assign the 

Backend(s)  to a DBGROUP(S)

CREATE DBGROUP R170DBTB.SPGROUP1 ENABLED

Dynamic Database Session
Routing Implementation (cont'd)

DBGROUPs

> Front-end Definitions

 You must define the DBGROUP as a node within the 
SYSGEN

ADD NODE SPGROUP1 GROUP DEFAULT NODE    TECHD120

 You can optionally map a DBNAME to a group by using the 
VIA “GROUP NAME”  parameter of the Resource Table 
statement within SYSGEN

MODIFY RESOURCE TABLE

DBNAME IS DBCR VIA SPGROUP1.
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> Coupling Facility considerations

 Define a Coupling Facility structure for 
each DBGroup defined to  
CA IDMS/DB

 Prefix DBGroup  name with "CAIDMS”

 Size is in K bytes

 Example:

STRUCTURE NAME(CAIDMSSPGROUP1) SIZE(512)                                       
PREFLIST(COUPLET1)

Dynamic Database Session 
Routing Implementation (cont'd)
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> Work will be dynamically routed when one or both of the 

following are true:

 The DBNODE used is defined as a group via the NODE statement 

of SYSGEN

 The DBNAME used is defined in the Resource Table as a Group

> The DBNAME and/or the DBNODE are set by

 The application 

 Via a DCUF SET command

 Via EXIT23

Dynamic Database Session 
Routing Implementation (cont'd)
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TITLE 'EXIT 23 - PRE BIND EXIT'

XIT23   #MOPT ENV=SYS,AMODE=31,RMODE=ANY

XIT23    CSECT

XIT23EP1  #START MPMODE=ANY

USING CSA,R10

L     R2,4(,R1)                                         40 BYTE DATA AREA

USING PARMAREA,R2

CLC   PSSCNAME(4),=CL4'DBCR'       IS THIS FOR DBCR

BNE   RETURN                                       NO! JUST EXIT

MVC   PDBNODE,=CL8'SPGROUP1'   OVERRIDE DBNODE 

***      MVC   PDBNAME,=CL8'DBCR    '        or  OVERRIDE DBNAME

RETURN   #RTN                                                       RETURN TO CALLER

LTORG

Dynamic Database Session 
Routing Implementation (cont'd)
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COPY           #CSADS

PARMAREA DSECT

PSSCNAME DS   CL8                     SSC NAME

PDBNODE   DS   CL8                     DATABASE NODE

PDBNAME   DS   CL8                     DATABASE NAME

PDICNOD     DS   CL8                    DICTIONARY NODE

PDICNAM    DS   CL8                     DICTIONARY NAME

END

Dynamic Database Session 
Routing Implementation (cont'd)
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Dynamic Database Session 
Routing Implementation (cont'd)

> Monitoring

 DCMT commands

 LOOK

 CA IDMS Performance Monitor’s Interval Component 

(online and Batch)

Dynamic Database Session
Routing Benefits

> 24X7 processing

 Fault Tolerance

 System Maintenance

> Scalability

 Additional CVs have update access to files when used with data 
sharing

> Dynamic workload balancing

 Additional CVs can be started and stopped as needs change; 
work is routed to other CVs defined in the DBGroup

> Easy to implement and use
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CV Cloning Definition

> Allows you to start multiple CVs that are copies (clones) 
of an existing  CA IDMS/DB system

> System definition and files

 Same physical entities as the system being cloned with a 
few exceptions
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CV Cloning Naming Conventions

> CV Number, DC System Number, VTAM APPLID,  and 

System Node Name for a CV must conform to specific 

naming conventions 

> By adhering to these naming conventions, 

CA IDMS/DB can implement clones without generating 

multiple physical copies of a system definition
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CV Cloning Naming Conventions (cont'd)

> DC system number must match CV number

> Must be in range of 0 through 255

> All VTAM Applids must follow the convention of xxxxxnnn

 xxxxx can be any five characters

 nnn is the sysgen'd CV number and is  overlaid at runtime 
with the number determined during start up of the cloned 
CV
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CV Cloning Naming Conventions (cont'd)

> CA IDMS/DB system node names must follow the convention 
of yyyyynnn

 where the first five characters (i.e., yyyyy) can be any 
characters you need to make the name unique within your 
environment

 nnn is the number specified for the CV at system generation

SYSGEN 17.0 ONLINE   PAGE 1 LINE 1  DICT=SYSTEM          

ADD SYSTEM 120

SYSTEM ID IS TECHD120

CVNUMBER IS 120

ADD LINE VTAM

APPLICATION ID IS A31II120
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CV Cloning

> Special File Requirements

 Each cloned CV requires its own copy of the following 

files:

DDLDCLOG, DDLDCSCR, DDLDCQUE, All Journals 
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CV Cloning (cont'd)

> Use the “CLON=“  and “CLONES= “ parameter in the 

JCL parm for the IDMS system startup.

//R170DC99 EXEC PGM=IDMSDC99,REGION=0K,TIME=1440,

//             PARM='S=110,CLON=Y,CLONES=9”

> When used in a data sharing group, a clone may have 

update access to all database files
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CV Cloning Benefits

> 24X7 processing

 Fault Tolerance

 System Maintenance

> Scalability

 Additional CVs have update access to files when used with data 
sharing

> Dynamic workload balancing

 Additional CVs can be started and stopped as needs change; 
work is routed to other CVs defined in the DBGroup

> Easy way to add additional CVs

> No additional system definitions for the DBA to maintain

CA IDMS™ 
Health Checks
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Agenda

> What are Health Checks?

> Why is CA implementing Health Checks? 

> How can you activate CA IDMS Health Checks? 

> Summary and Q & A

What are Health Checks?

> Detailed z/OS operating system messages which identify 

potential problems and what action to take

 Customers use information in messages to solve 

component or product configuration problems

> IBM Health Checker for z/OS  

 Framework that allows you to run and manage Health 

Checks in your z/OS operating system

 Individual Health Checks are owned by a component or 

product

 Detailed messages

– Can be viewed SDSF, HZSPRINT Utility, Health Check log 

stream, or CA SYSVIEW

– Exceptions produce WTO messages 
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Why is CA Implementing Health Checks?

> The IBM Health Checker for z/OS is an important 

component of CA’s Mainframe 2.0 strategy

 Reduce or eliminate operational problems and outages

 Ensure "best practices" are being followed

 Maximize product value

 Over 100 CA product health checks have been delivered 

since May 2009

How to Activate CA IDMS Health Checks

> Setup and run IBM Health Checker for z/OS  

 Provides the z/OS framework to run Health Checks

 Details in IBM Health Checker for z/OS Users Guide

> Setup and run CA Common Services Health Checker 

 Provides shared infrastructure to register and run CA 

product health checks

 CA Common Services r11 PTF RI05071

> Download and install CA IDMS r17 SP1 Health Checks  

 CA IDMS r17 PTF RO12080
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CA IDMS r17 Health Checks

> IDMS_SCRATCH_IN_MEMORY 

 Medium level performance exception

 Run once at startup

 SCRATCH option is a best practice that can significantly 

improve performance.

CA IDMS Health Checks 

Support.ca.com->IDMS home page-> Product News

CA IDMS r17 Health Checks

> IDMS_CHANGE_TRACKING

 Medium level performance exception

 Run once at startup

 Use of SYSTRAK file for change tracking ensures that files 

are updated during WARMSTART



179 November 16, 2008   CA IDMS™ Performance and Tuning     Copyright © 2008 CA

CA IDMS r17 Health Checks

> IDMS_ZIIP_USAGE

 Medium level performance exception

 Run once every 24 hours

 Exploitation of zIIP processors is recommended to 

increase overall CPU throughput and operational costs

CA IDMS r17 Health Checks

> IDMS_CPU_EFFECTIVENESS

 High level performance exception

 Run at customer specified intervals. Default is 15 minutes

 CA IDMS is spending too much time waiting for CPU which 

could impact response time  
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Examples of CA IDMS Health Check Messages 
(Startup)

Examples of CA IDMS Health Check Messages 
(Reported via SYSVIEW)

Selecting a line in the SYSVIEW 
display  provides detail information 

and explanations for  all Health 
Checks.
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Examples of CA IDMS Health Check Messages 
(Reported via SYSVIEW)

Examples of CA IDMS Health Check Messages 
(Reported via SYSVIEW)
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Examples of CA IDMS Health Check Messages 
(Reported via SYSVIEW)


