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“The boiling frog story is a widespread anecdote describing a frog slowly being boiled alive. The premise is that if a frog is placed in boiling water, it will jump out, but if it is placed in cold water that is slowly heated, it will not perceive the danger and will be cooked to death. The story is often used as a metaphor for the inability of people to react to significant changes that occur gradually.”
Introduction
Given all the responsibilities they are tasked with, APM Customer Experience administrators may not be aware that their monitoring systems are no longer optimal and need various types of fixes. While this can happen in any sort of environment, those that are undergoing rapid application changes will be very susceptible to having suboptimal APM systems.

This tech note provides a framework on recognizing APM Customer Experience environments under rapid changes, signs that you may have a suboptimal environment, and what to do about it.
Guiding Principles
1. A good APM Customer Experience administrator knows how well their monitoring environment is performing at the present time and how much capacity it has until changes are needed. 
2. Having a sub-optimal APM monitoring environment should be avoided and rectified as soon as possible, 
3. Ongoing proactive APM Customer Experience capacity planning and tuning will help avoid having suboptimal environments.
Fast Changing APM Environment
The following are some signs that a customer is undergoing a fast-growing APM environment
· Multiple applications are being added monthly
· Identified users are at 10,000 and growing daily.

· Active defects are at 100,000 and growing daily.

· TIM and TESS-MOM are experiencing slowness and various errors.

· APM Database is experiencing slowness and long wait periods for record operations.

· TIM is over 60% overall CPU utilization, throughput is close to published acceptable levels, and experiences frequent restarts.

· More data centers are being added in the company, potentially requiring more TIMs.

· Number of TIMs to TESSes/MOMs is very large (This ratio is not set and dependent on a variety of factors outlined in the APM Performance and Sizing Guide. This may be as low as 8 to 1 in certain circumstances.) and growing.
Reactive Measures

Here are some reactive measures that cab be performed if one is “in boiling water.”
· Add additional TIMs.
· Add more hardware (disk, CPU) to collectors

· Offload other services on servers (such as APM Database or EEM on a MOM)

· Split processes across more collectors (such as database cleanup, statistical aggregation, RTTM, or autodiscovery).
· Reduce number of transactions and defect types being monitored.
· Reduce TIM trace logging.

· Disable user identification on TESS-MOM for e-commerce applications. 

· Reduce traffic from TIM monitoring port through web server filters or network connection configuration.

· Remove plug-ins, regex used in definitions, evidence collection, and HTTP plugins, custom processes running on the TESS-MOM server.
Proactive Measures
Proactive measures include:
· Quarterly review of architecture

· Monthly review of TIM/TESS health through logs, errors, and Introscope EM health metrics.

· Implement a horizontal/vertical capacity scaling process in place. For example:
· If I monitor x amount of transactions, how many TIMs will I need to add?
· If I add x amount of identified users, how many TIMs will I need to add?
· Implementing the reactive measures listed above as needed but in a planned fashion
Etcetera
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