Standard Operating Procedures for managing
CA Wily Introscope®

1. EM Health

a. Key Performance Indicators to monitor

i. Harvest Duration

1. Optimally less than 3,000 ms, but not to exceed 7,500 ms; you will start to receive messages in the EM log that metrics are being dropped or aggregated because the EM can’t keep up with the incoming data. You should also notice corresponding CPU spikes.
2. If this occurs on a single Collector EM, consider reducing the metric load by adding another collector.

3. Ensure your hardware meets the minimum requirements.

4. Check your agents to see if they’re clamped.
ii. Converting Spool to Data metric
1. The Converting Spool to Data metric tracks whether or not the spool to data conversion task is running.
iii. Overall Capacity (%) metric
1. The Enterprise Manager Overall Capacity (%) metric estimates the percentage of the Enterprise Manager’s capacity that is consumed.
2. Metric is calculated based upon:

a. CPU Capacity (%)

b. GC Capacity (%)

c. Harvest Capacity (%)

d. Heap Capacity (%)

e. Incoming Data Capacity (%)

f. SmartStor Capacity (%)

3. Spikes in this metric are typically not a concern; but over a long duration, this could indicate a capacity issue.

4. Should be at 75% or lower.

iv. SmartStor spooling and reperiodization

1. SmartStor spooling and reperiodization can be verified in the Enterprise Manager log in verbose mode, which records that the spooling process starts at the top of the hour. Under standard conditions, within 10 minutes, a second recorded message reports that the spooling process has completed.
2. Three tasks that are monitored:

a. Spool to Data Conversion

b. Data Appending

c. Reperiodization

3. Top of the hour problems are generally related to slow SmartStor spooling. Early morning (after 6 A.M.) problems are usually due to reperiodization not being completed quickly enough. This usually implies that the Enterprise Manager is excessively loaded.

2. Management Modules

a. Deploying modules to an EM or MOM

i. Management Modules can be "hot deployed" into a running Enterprise Manager or MOM by copying them into your Introscope installation's deploy directory. Once hot deployed Management Modules are loaded, calculators begin executing immediately.
ii. Hot deployment can be useful in test, staging, Proof of Concept (POC), or lightly used production environments. However, hot deployments can cause close to 100% CPU utilization for approximately 45 seconds per 1500 aggregated metrics. The effect on a MOM is even more pronounced.

Warning: Do not perform Management Module hot deployments on production Enterprise Managers or MOMs.

3. WebView

a. Placement of WebView
i. WebView should not be running on the same host as the Enterprise Manager to avoid contention for CPU resources.
ii. If you have performance issues related to CPU contention, install an instance of WebView on a different server and point it to your EM or MOM.
b. How to start WebView

i. WebView can be started manually or via script. The easiest option is to modify the EM startup script (EMCtrl.sh or EMCtrl.bat) and replace the entries with ones specific to WebView.
c. Workload of WebView users

i. A single WebView server instance should be used by no more than 10 to 15 concurrent users or 25 passive users. A passive user is someone who issues a query for live data, then walks away from the browser window or doesn’t close the window when finished. In this case, the Enterprise Manager must keep sending live data to the browser, which refreshes the web page every 15 seconds whether or not someone is actually needing or using the data.
ii. Exceeding the number stated above generally results in slower response times for all browser clients. Use additional WebView instances that are co-located if your user requirement is larger.
4. APM Database (APMDB)

a. Configuring EM

i. Introscope uses the following files:
1. APMEnterpriseManager.properties
2. CEMHibernate.properties
3. tess-db-cfg.xml
4. tess-default.properties
b. Updating connection string

i. Configurations are located in tess-db-cfg.xml.
1. hibernate.connection.username
a. Value is not encrypted

2. hibernate.connection.password

a. When setting or resetting a password, type in the password plaintext, the EM will encrypt the value upon the first time it connects to APMDB.

3. plainTextPasswords
a. Set this value to “true”, when setting or resetting the value. The EM will change the value to “false” upon the first time it connects to APMDB.

4. hibernate.connection.url
a. Update the values in the appropriate places for your Oracle instance.

jdbc:oracle:thin:@(DESCRIPTION=(ADDRESS=(PROTOCOL=tcp)(HOST=xx.xx.xx.xx)(PORT=1521))(CONNECT_DATA=(SERVICE_NAME=xxxxx)))

c. Validation

i. Monitor IntroscopeEnterpriseManager.log for confirmation that the APM service started successfully.

5. EM Cluster Management

a. Verifying connectivity to Collector EMs

i. Check the following metric (1=connected, 2=sporadic connection, 3=disconnected):

Custom Metric Host (Virtual) | Custom Metric Process (Virtual) | Custom Metric Agent (Virtual) | EnterpriseManager | MOM | Collectors | <Collector_Name>:Connected

b. Ping Time metric
i. The Ping Time metric shows how quickly the Collectors are responding to messages from the MOM. In a healthy cluster, this value should be less than 500 ms on average.
ii. If the ping time is above the 10 second threshold for extended periods of time, investigate the overall health of the Collector that is reporting the slower ping time. Check for obvious signs that this Collector is overloaded, such as the Collector is combining time slices or receiving very large numbers of events.
c. Skew Time metric
i. MOM and Collector clocks need to be synchronized to within three seconds.
ii. If the clocks drift by more than that amount, the MOM releases the connection with the Collector. The MOM reconnects at one minute intervals and immediately disconnects if the clocks have not been properly synchronized. In addition, any clock skew between the Collectors and the MOM, even within the required 3-second limit, has a significant adverse effect on Workstation responsiveness.
d. Number of Collector Metrics

i. The Number of Collector Metrics metric shows the total number of metrics currently being tracked in a cluster.

e. Collector Metrics Received Per Interval

i. The Collector Metrics Received Per Interval metric shows the total query load on all the Collectors in a cluster. This metric is the sum of Collector metric data points that the MOM has received each 15-second time period. These include metric subscriptions on behalf of Workstation dashboards, as well as metrics obtained for Introscope user queries, Command Line Workstation queries, Investigator navigation, queries for alert and calculator metrics, and so on.
6. Agent

a. Metric clamping

i. An agent should not report more than 15,000 metrics.
ii. The default value is 5,000.
iii. If the number of metrics passes this metric clamp value, then no new metrics will be created.
iv. Check whether an agent is clamped by checking the following metric (0=N, 1=Y):
Custom Metric Host (Virtual) | Custom Metric Process (Virtual) | Custom Metric Agent (Virtual) (EM_NAME) | Agents | <Hostname> | <Custom_Process> | <Agent_Name>:Is Clamped

7. User Management

a. Setting up users and groups

i. Local authentication is used by default in Introscope. If Local authentication is used, CA Wily APM users and passwords are stored in users.xml.
ii. However, user details such as email and phone number are not maintained in the Local realm. In addition, the Local realm cannot maintain two users having the same name and same password, however can maintain two users having the same name but different passwords. If there are two users with the same name and different passwords, the Local realm sees these as separate users.
iii. Local authentication changes are dynamic: when a CA Wily APM user attempts to log in, passwords are compared to users.xml file each time an authentication request is made.
iv. The passwords in the users.xml file used for Local authentication are stored as encrypted. You have the option of generating encrypted passwords using the MD5Encoder utility, or letting Introscope generate them automatically. The MD5 scripts provided with Introscope take input as plain text and output the encrypted form.
1. Set an encrypted password manually.
a. Set plaintextPasswords="false" in the users.xml file.
b. Run the appropriate script located in the <EM_Home>/tools directory.
i. For Windows, MD5Encoder.bat <password>
ii. For UNIX, MD5encoder.sh <password>
c. Copy the generated encrypted password, and paste it into the second line of the users.xml file.
2. Set a plain text password and let Introscope automatically generate an encrypted password.
Important: Setting plainTextPasswords="true" causes Introscope to encrypt every password, so all passwords must be set to plain text otherwise Introscope will encrypt already encrypted passwords.

a. Set plaintextPasswords="true" to the users.xml file.
b. Set the password of every user to plain text.
c. The next time the Enterprise Manager reads the users.xml file (either on start up or when authenticating a user), it rewrites users.xml with the plain text passwords encrypted and resets the plainTextPasswords attribute to false.
v. Syntax for users
<users> 

  <user password="adb831a7fdd83dd1e2a39ce7591dff8" name="Guest"/> 

  <user password="" name="Admin"/> 

</users>

vi. Syntax for groups
<groups> 

  <group description="Administrator Group" name="Admin"> 

    <user name="Admin"/> 

  </group> 

</groups>

b. Setting up domain permissions

i. Permissions are applied when a CA Wily APM user or group logs in; if changes are made while a CA Wily APM user or group are logged in, the changes will not be recognized until the next log in attempt. This means if permissions are changed during a session, Introscope does not terminate the session.
ii. Introscope permissions are dynamic; the domains.xml and server.xml files are checked whenever a login attempt is made. Thus, permissions changes can be made without restarting the Enterprise Manager.
iii. Users are given permissions on domains in the following order:
1. All permissions listed in each domain that specify the user.
2. All permissions listed in each domain for any group to which the user belongs.
iv. Additionally these rules are applied when accessing the domain:

1. The SuperDomain is treated just like any other domain in terms of permissions.
2. Any permissions granted to a user or group with access to the SuperDomain will also allow them to use these privileges in all user-defined domains.
3. One user or group can have multiple permissions for a single domain.
4. One user or group can have permissions in multiple domains.
v. For each domain, define permissions for a user or group, using these properties.
Note: If there are any syntax or other errors in the domains.xml file, the Enterprise Manager will not start.

Note: If a user or group has multiple permissions, use one line for each user/permission pair.

1. read

a. Users or groups can view all agents and business logic in the domain.
b. This includes tasks such as:
i. Viewing Investigator tree (which will show Agents in the domain user has access to)
ii. Viewing dashboards in the Console
iii. Viewing metric and element data in the Investigator Preview pane, including default Top N Filtered Views for certain resources in the Investigator tree
iv. Viewing any management module, agent or element settings
v. Viewing Alert messages
vi. Refreshing historical data in a historical Data Viewer, and zoom in and out
vii. Changing historical date range options for historical Data Viewer
viii. Showing/Hiding metrics in a graph
ix. Moving metrics in a Data Viewer to the back or front
x. Changing group and user preferences (setting a home dashboard, displaying management module names with dashboard names)
2. write

a. A user or group with write permission can do everything a those with read permission can, but can also:
i. view all Agents and business logic in the domain
ii. create and edit dashboards
iii. edit all monitoring logic in a domain
3. run_tracer

a. Users or groups can start a Transaction Trace Session for an agent.

Note: This permission also requires the assignment of read permission.

4. historical_agent_control

a. Users or groups can mount and unmount agent(s).

Note: This permission also requires the assignment of read permission.

5. live_agent_control

a. Users or groups can shut off reporting for metrics, resources, and agents within a domain

Note: This permission also requires the assignment of read permission.

6. dynamic_instrumentation

a. User or group can perform dynamic instrumentation.

7. full

a. Users or groups have all possible permissions for the domain.
vi. Default syntax for CA Wily APM user and group domain permissions

1. Here is the syntax for configuring user or group permissions for a domain:

<grant group="Admin" permission="full"/>

<grant user="Guest" permission="read"/>
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