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Chapter 1: Introduction

      This document is a collection of all the technical notes that I have created to date. In addition to be placed in one document for the first time, updates and hyperlinks to other technical notes were added. 
The goal is for this to be a living document and other technical notes and updates will be added as time allows.

Chapter 2: CEM Deployment and Project Management 

Topic: CEM Naming Standards 
Introduction
This section gives an overview of CEM naming standards guidelines. This includes rationale, guiding principles, and suggestions for CEM naming standards. Note that the actual naming standards deployed at a site may depend on corporate, governmental, industry, or application standards.
Why Naming Standards?

Below are some reasons for CEM transaction definition naming standards:

· To easily identify the transaction hierarchy object type.

· To provide a consistent look to transaction hierarchy object names which appear in CEM logs. reports, and graphs.

· To sort transaction hierarchy objects in a consistent matter in CEM logs and reports

· To easily show the steps in a business process or business transaction.

· To distinguish the various applications and environments from each other.

Guiding Principles
The following are guiding principles for CEM naming standards:

· Use a name that will be meaningful, self-documenting, and easily distinguishable to the many audiences that use CEM logs, reports, and graphs. 

· The purpose of the transaction hierarchy object type can give a clue on what naming standards to use. This approach is used below.

· Add at each level the appropriate environment (such as Testing, Stage, Production). Some companies may not add the environment name for production.
· Use a format that indicates transaction function, user action or screen flow such as the following:

· Function_name 

· User Action_to_screen

· To screen from from_screen

· Transaction hierarchy object type prefix:

· APP_ for Application (if more than one application)

· BP_ for Business Process

· BT_ for Business Transaction
· TC_ for Transaction Component
· T_ for Transaction

· TP_  for Transaction Parameter

· CD_    for  Component Defect Specification

· This can be combined with a number, number range, or letter:

· BP0100-BP0199 represents a specific class of transaction (such as all searches, reports, etc)

· BP0101 represents a specific transaction class instance

     (such as Searching the customer database or the bad  

     transaction report.)

· BP101a represents a specific transaction class instance

     that only has some minor differences from other 
     instances (such as 101a is the bad transaction report 
     with the print option 101b is the bad transaction report   

     exported to a spreadsheet.)  

Application Groups

An application group is a logical grouping of applications. This grouping could be used to compare and contrast the performance of related applications. An application group could be the following:

· Category Name (e.g. Finance Applications)

· Company Program Name

Note:

1) CEM does not currently support application groups but will likely be added in a future release. 
2) It is a common practice to add the environment as part of the application name group.

Applications

An application is a software program to which business transactions are associated. So, application names typically can be the following:

· An acronym 

· A marketing-oriented name

· Overall functionality of the software program

· A transaction data object type prefix and number/letter combination plus the above.

Application names are typically one to three words. It is a common practice to add the environment as part of the application name.
Business Process
A business process is a group of application functions that are usually delivered by a web server together and done by a user in the same session. So, a business process name typically can be the following:

· Overall purpose of the set of transactions.

· User actions

· Screens or menus accessed

· A transaction data object type prefix and number/letter combination plus the above.

Business process names are typically one to three words. It is a common practice to add the environment as part of the business process.
Business Transaction
A business transaction is a set of one more transactions. (A CEM transaction is a set of transaction components that generally represents one request to the application server.)
So, a business transaction name typically can be the following:

· A verb noun combination (such as View Shopping Cart, View Checkout, View History) summarizing the user action.

· Screens or menus accessed in user action

· A transaction data object type prefix and number/letter combination plus the above. This can be used to show the steps in a business process.

Business transaction names are typically one to five words. Use of additional words can show differences with the same function and help when sorting for logs and reports. (such as Login Dialup, Login Intranet). It is a common practice to add the environment as part of the business transaction.
Transaction
A transaction is a set of transaction components that generally represents one request to the application server. So a transaction name typically can be the following:

· A verb noun combination summarizing the application server request.

· Role verb noun (Consumer Print Reports, Commercial Print Reports)

· Screens or menu accessed in request

· A transaction data object type prefix and number/letter combination plus the above. This can be used to show the steps in the business transaction.(Such as 1- First Transaction, 2- Second Transaction etc.)

Transaction names are typically one to ten words. Use of additional words can show differences with the same function and help when sorting for logs and reports It is a common practice to add the environment as part of the transaction.

Transaction Components

A transaction component represents one HTTP request/response pair that makes up an HTML/XML component or sub-component. So a transaction component name is typically determined by:
· Operating system naming standards.

· Programming language naming standards.

· Company and Industry naming standards

· A transaction data object type prefix and number/letter combination plus the above

Names may include file extensions and a number to differentiate between multiple occurrences of the same file. It is a common practice to add the environment as part of the transaction component.

Transaction Parameters

A transaction parameter is an HTTP name/value pair, which consists of a type, a name, and a pattern. Examples include URL, query, post, XML, and cookie (for example: URL Host=www.company.com).
So a transaction parameter name is typically determined by:
· Operating system naming standards.

· Programming language naming standards.

· Company and Industry naming standards

· A transaction data object type prefix and number/letter combination plus the above

Component Defect Specifications

A defect specification is a requirement for a transaction or a component of a transaction. If a transaction or a component does not meet the requirement established in the related specification, then it is defined as a defect. 

So a component defect specification name is typically determined by 

· The HTTP Response Code or Code Range (400-499,499-500,499)

· HTTP Content

· Custom Content

· Impact Level and the above

· A transaction data object type and number/letter combination plus the above

Component Defect Specifications are typically one to three words.

Topic: CEM Continuous Improvement

Introduction
Kaizen is the Japanese corporate strategy of continuous self-improvement. It involves two different phases 

1. Maintenance

2. Improvement

This document talks about possible next steps after the PS Engagement. What is listed below are only guidelines and may be different for each site depending on CEM setup, integration with other software, resources (software, hardware, network, staff), and other factors.

Guiding Principles

1. Have a roadmap on where one is going with Application Monitoring with CEM. This should include:

· Application and business processes being monitored

· Changes to corresponding client application and IT workflows.

· Changes to application monitoring software configuration and architecture.

· Role of Application Performance Maturity Model 

2. Some suggestions for roadmap deployment success:

· Periodically review and revise this roadmap. 

· Implement the roadmap in phases

· Roadmap needs to be written with full participation and input of key stakeholders.

Phase 1: After the Professional Services Engagement: First Steps

Goals:

· To optimize CEM configuration setting.

· To optimize CEM transaction settings.

· To set CEM baseline, business impact, and SLA settings.

Once a CEM engagement is completed, the following is typically in place:

· TIM and TESS configuration set

· Typically, 10-15 CEM transaction definitions recorded, configured, and enabled.

· Defect thresholds and impact settings configured

· Incident management and data retention setting configured.

· CEM administrators and analysts defined.

· CEM My Reports enabled.

· CEM Integration to various products enabled.

· Evidence collection (SNMP or SMTP enabled)

Typical next steps: (Repeat as many times as needed.)

Improvement

· Create and Implement Application Monitoring roadmap.

· Apply Application Performance Maturity Model

· Continue to record, configure, and enable additional transaction definitions.

Maintenance

· Continuously review and modify baseline, incident management, business impact, SLA settings, and defect thresholds on a periodic basis. 

· See if transactions are meeting SLA or SLA needs to be adjusted. If not, identify the component in the transaction flow that has the greatest impact. Resolve the application issues associated with that component.

· Assign the correct business impact to the different transactions, user groups, business processes etc. to improve the correctness of the incident alerting systems and help prioritize incidents.
· Resolve top application issues

· Identify and resolve the HTTP protocol errors (such as 400 and 500 error messages)

Phase 2: Enhancing the CEM Environment
Goals:

· Customize CEM Environment

· Integrate CEM with other software

Improvement

· Create custom reports using tools or with Professional Services

· Add Evidence collection to:

· Provide application/web server operating system statistics

· Integrate with network monitoring/help desk system

· Mail/page critical incident creation 

· Use of SLA Analyst Software

· Use as part of ITIL and Six Sigma Software

· CEM  new application requirements and implementation process created/used.

Maintenance (Repeat as many times as needed)

· Continue Phase 1 activities

· Populate application users with LDAP information

· Create and implement user/user group management script.

· Enable SSL traffic between TIM and TESS

· Enhanced use of CEM and Introscope:

· Root Cause Analysis (additional tools, build knowledge base, communicate problem-solving techniques)

· Expanded use of canned reports

· CEM Plug-in connected to Introscope MOM rather than individual Enterprise Manager

· Adding custom error messages

· Performing capacity planning and trend analysis with CEM.

Topic: Client Responsibilities During CEM Deployment

Section 1: Initial Steps

A Summary for Those Who Don’t Have Time 


If you don’t have the time to read the entire document, here is a summary:

This document summarizes the client responsibilities needed to be completed for successful CEM deployments. These responsibilities include the following:

1) Assign the correct people to complete each task.

2) Ensure these tasks are completed on time and according to specifications.

3) Create and maintain a roadmap on where the application monitoring is going.

This should include the following:

· Which applications will CEM monitor today? 6 months from now? 1 year? 

· Which metrics will be used to measure application success? (transaction and component specifications).

· What changes in these metrics will determine ongoing application success?  (For example reducing response time by 10% in a 3 month period.)

· Assign a CEM Point of Contact who can set this roadmap and a liaison with application owners, operations, product management, etc. This can be done with existing positions.

4) Having a clear understanding from the start of some key questions (such as who owns CEM) early on, problems later in the engagement will be avoided.

5) Knowing the application (flows, transactions, loads, and gaps) will speed up successful and effective application monitoring.

Do note that the information presented in this document should be seen as a guideline only.
Introduction


There is an art to successfully deploy, maintain, and enhance a CEM infrastructure at a site of any size.  This document shares the information based on the lessons learned from the many productive CEM deployments. Do note that the information presented in this section should be seen as a guideline only. Each project will have their own scope, length, and roles depending on complexity of the project, type of integration employed, number of applications, project resources, number of environments to deploy CEM etc.

Before Deployment: Some Key Questions to Ponder


Even before starting to do the project planning, there are some key questions to answer. 

Answering these questions does the following:

1) Clarifies ownership and other CEM responsibilities. 

2) Sets a clear direction on application monitoring and on measuring application success. Resolving these issues early will save headaches later in the project.

      3)   Creates an understanding of application pain points and gaps.

Who Owns CEM?

    This is not always an easy question to answer because what “owns” means is a source of confusion and content. This may include the following:

· Financial (Cost of software, updates, use of professional services, training, etc.)

· System Administration (Software installs and updates)

· Network Administration (CEM connection to network)

· Transaction Recording and Configuration 

· Monitoring (Monitors events, escalates if issues occurs)

· Business Analysis (Analyzing CEM incidents, reviewing SLA compliance and  performance/quality results, Conduct trending analysis)

· Vision (Applications that CEM monitors, Create roadmap)

· Architecture (Capacity planning, infrastructure, scalability. etc)

Here are some questions to ask that may help you determine the answer:

· Who determines which web applications get monitored?

· Who is called if a CEM appliance is unavailable?

· Who owns the applications that CEM monitors?

· Who summarizes and distributes the data from CEM?

· Who oversees when CEM hardware/software upgrades takes place?

Who Supports CEM?

This is somewhat similar to the last question because “support” may have a variety of meanings. This may include the following:

· System Administration (Software installs and updates)

· Transaction Recording and Configuration 

· Monitor (Monitors events, escalates if issues occurs)

· Network Administration (CEM connection to network)

· Creating synthetic transactions (with Wily Transaction Generator. Here are some questions to ask that may help you determine the answer:

· Who performs CEM upgrades and migrations?

· Who creates CEM access accounts?

· Who checks CEM logs?

· Who performs CEM backups/restores?

· Who is called if the CEM appliance is unavailable?

· Who creates synthetic transactions?

Where are we going with CEM? (Roadmap)


Successful application monitoring by CEM means:

· The application can accurately and completely be monitored by CEM.

· There is a clear direction of what application success means today, 6 months  

     from now, etc.

· The application pain points are known and documented.

· All candidate applications that could be monitored by CEM are identified.   

     Crucial to application monitoring success is creating and maintaining 

      roadmap that shows the following:

· Define the “AS-IS” (current) and “TO-BE” (future/ideal)  application

     monitoring and CEM environments.

· Document the steps it will take to get there.

· Document the reasons why the “TO-BE” environment features are important.

· Include CEM/monitoring hardware/software upgrades 

· Discuss CEM features/customizations that may be added over time (such as

      custom reporting, evidence collection, event management, SNMP integration)

· Organizational and resource changes needed to monitor/administer CEM over

      time.

· Monitoring and Escalation workflow changes over time that will impact the

     CEM and application monitoring infrastructure.

· Standards and industry best practices that need to be complied with.

Here are some questions to ask to may help you create the roadmap:

· Which applications will CEM monitor today? 6 months from now? 1 year?

· What gaps in application monitoring are missing today? Can CEM be

      customized to meet this need through CA/Wily Professional Services or 
           through some other means?

· Are changes to the monitoring and escalating workflow needed? What are the

     steps needed to implement these changes?

· Are there organizational and resources changes needed that will impact

     application monitoring/CEM?

· What upgrades in the application monitoring/CEM systems are planned in the

     next number of months?

· What additional features of application monitoring/CEM systems could be

     enabled/or customized by CA Wily Professional services at a later date?

· Are there standard and industry standards that are not currently supported

      that should be considered at a future date?

What are the Application Pain Points?


Each application has one or more “pain points” which CEM/Introscope can be used to diagnose and resolve. Identifying and then resolving pain points will increase application success level and the usefulness of CEM. 
The typical application pain points are the following:

· Slow or Fast Response time

· High or Low Throughput

· Incomplete Transactions

· User Group-specific issues

· Problems meeting SLA compliance.

· Problems meeting Six Sigma compliance.

Here are some questions to ask to may help you in identifying pain points:

· What application issues do users complain about?

· Are problems more evident during peak times?

· If you have synthetic transactions, are they indicating any application issues?

· If you have Introscope, are they indicating any application issues?

Roles and Responsibilities


Successful CEM deployments typically comprise of multiple roles. These roles may change depending on the size of the company, corporate policies, organizational setup, resources available, number of applications, and number of environments to deploy CEM. (Some other roles such as data center manager, change management coordinator, application developers are not included below.) Note in some cases the roles do not exist but the responsibilities are still performed.

	Role
	Responsibility

	Project Sponsor
	· Coordinates getting project and financial approval.

· Participates in project planning.

· Serves as project champion.

· Serves as primary customer project issue point of resolution.

	Project Manager
	· Manages project day to day activities.

· Provides status and budget updates.

· Manages scope, change control, and acceptance process.

· Manages project start and closeout processes.

· Develops and implements communication plan.
· Reviews and responds to Solution Architecture Specification.

	Application Owner
	· Provides requirements and application knowledge during interviews.
· Provides input to CA Wily requirements gathering questionnaires.
· Participates in CEM application definition process.
· Validates CEM defects and reports.

	Operations
	· Learns operational knowledge from CA Wily Technology staff.

· Performs CEM operational responsibility.
· Monitors CEM appliance.
· Serves as escalation point for application problems.
· Approves CEM appliances location in the data center.

	Security
	· Configures HTTPS for CEM (get and convert keys).

· Reviews security requirements for CEM.
· Approves CEM Appliance deployment from a security perspective.

	CEM Administrator
	· Coordinates pre-deployment steps until completion.

· Learns administration and operations knowledge from CA Wily Technology staff.

· Performs CEM administration and operation responsibilities.

	Systems Administrator
	· Performs system administration tasks associated with CEM. (Such as appliance setup.)

	Network Administrator
	· Provides network infrastructure configuration.

· Attends all meetings where network infrastructure is discussed.

· Answers all network infrastructure questions.

	Database Administrator
	· Provides custom report requirements.

· Runs custom reports.

· Distribute custom reports to appropriate parties.


Section 2: Engagement Overview

Project Phases and Tasks

The following are the major phases for most CEM engagements. The length and presence of these activities are dependent on the offering selected and the engagement requirements.

	Phase
	Tasks

	1. Project Setup and Initiation
	· Gather initial customer requirements.

	2. Architecture & Design
	· Hold kick-off meetings.

· Further gather requirements.

	3. CEM Installation & Hardware Setup
	· Connect CEM to network.

· Verify traffic between Web server and TIM.

	4. CEM Configuration – Part 1
	· Setup CEM administrator’s accounts.

· Configure HTTPS settings.

· Define domain and network settings.

	5. Business Process Definition
	· Define business transactions.

· Record transaction signatures.

	6. CEM Configuration – Part 2
	· Configure user group information.

· Setup canned reports.

· Analyze defect data.

	7. Advanced Topics
	· Setup mail gateways.

· Setup evidence collection and event

Management.

	8. Software Integration
	· Integrate CEM with ITIL software.

· Integrate CEM with Introscope.

· Integrate CEM with other software.

	9. Wrap-Up
	· Review project deliverables.


Phase 1: Project Setup and Initiation

Tasks

· Complete Solution Overview and Order Form.

· Complete SAP NetWeaver Checklist (Quick Start).

· Conduct Pre-Installation Conference Call.

Responsibilities

The following are the responsibilities and typical roles during this phase:

	Responsibility
	Role(s)

	Oversees the project is making appropriate progress.
	Executive Champion (Project Sponsor), Project Manager

	Communicate project overview to various groups.
	Executive Champion (Project Sponsor)

	Manages project day from day responsibilities.


	Project Manager

	Make sure that the tasks are completed according to schedule.


	Project Manager

	Make sure someone check the quality and accuracy of the data included in the forms
	Project Manager

	Make sure that all needed attendees can make the pre-installation conference call.
	Project Manager

	Identify the persons to be interviewed for application definition.


	Application Owner

	Complete CA/Wily Forms
	Application Owner

	Provide input to CA/Wily forms
	Operations, Security, CEM Administrator, Network Administrator, Database Administrator

	Attend conference call
	Operations, Security, CEM Administrator, Network Administrator, Database Administrator

	Make sure the data provided in the forms is meaningful and accurate.
	CEM Administrator


Guidelines

· Build awareness about the CEM Project throughout the company. Set realistic expectations on what CEM can and cannot do.
· Take the time to completely and accurately capture the various CEM requirements.
· Quality and accuracy of information in CEM Forms are important.

· Identifying the right people to provide information for the forms in a timely fashion is crucial for project success.

Phase 2: Architecture & Design

Tasks

· Hold meeting with project sponsor.

· Conduct kick-off session

· Identify Target SAP work streams and landscapes (Quick Start offering)

· Review network infrastructure configuration

· Conducts interviews for selected business processes.

· Review user and user groups

· Determine reporting requirements

· Architect CEM Deployment 

· Identify Education Requirements

· Review POC Migration

· Create Solution Architecture Specification (SAS)

· Review SAS with Client

Responsibilities

These are the client responsibilities during this phase:

	Responsibility
	Role(s)

	Hold Meeting with CEM Staff
	Executive Champion (Project Sponsor)

	Review SAS with Wily staff.
	Executive Champion (Project Sponsor)

	Manages project day from day responsibilities.
	Project Manager

	Make sure that the tasks are completed according to schedule.
	Project Manager

	Schedule Application Definition interviews
	Project Manager

	Conduct Application Definition Questionnaire presentation
	Project Manager

	Conduct Application Definition Questionnaire interviews.
	Application Owner

	Ensure that user and reporting requirements captured.
	Project Manager

	Complete Enterprise Deployment Questionnaire
	Application Owner, Security

	Revise CEM Solution Overview and Order Form
	Application Owner



	Identify SAP workstreams and landscapes
	Application Owner

	Provide user and user groups
	Application Owner

	Complete customs report questionnaire/Provide Reporting Requirements
	Application Owner, Operations, Database Administrator, Reports

	Identify education requirements
	Application Owner, Operations, CEM Administrator

	Review SAS with Wily staff.
	Application Owner, CEM Administrator, Project Manager, System Administrator

	Provide users and user groups
	Operations

	Make sure that forms and requirements provided are accurate and meaningful
	CEM Administrator

	Provide network infrastructure configuration
	Network Administrator

	Attend all meetings where network infrastructure is discussed 
	Network Administrator

	Answer all network infrastructure questions.
	Network Administrator


Guidelines

· Quality and accuracy of information is important.

· Don’t forget to include education requirements.

Phase 3: CEM Installation & Hardware Setup

Tasks

· CEM Installation and Hardware Setup

· Establish communication between TIM and TESS.

· Verify communication between TIM and TESS

· Perform Test and Verification Activities

Responsibilities

These are the client responsibilities during this phase:

	Responsibility
	Role

	Ensure that finance and people resources are available for CEM deployment.
	Executive Champion (Project Sponsor)

	Ensure CEM Appliance is setup.
	Project Manager

	Ensure license is purchased.
	Project Manager

	Communicate progress to Project Sponsor and Application Owners
	Project Manager

	Coordinate CEM setup
	Application Owner



	Assist in CEM appliance setup.
	Operations



	Coordinate CEM setup


	Security, CEM Administrator, System Administrator

	Establish communication between TIM and TESS
	CEM Administrator, Network Administrator

	Verify communication between TIM and TESS

Perform Test and Verification Activities
	CEM Administrator, Network Administrator


Guidelines

· Check CEM and networking guide.

· Make sure SPAN port or TAP is actually capturing all web traffic.

· Make sure that load balancer or proxies are identified.

Phase 4: CEM Configuration – Part 1

Tasks

· Setup Administrators and Operators

· Change CEM Account 

· Define Domain and Network settings

· Configure HTTPS Setup for CEM

Responsibilities

These are the client responsibilities during this phase:

	Responsibility
	Role

	Make sure resources and funding are available for CEM deployment
	Executive Champion (Project Sponsor)

	Ensure CEM appliance is configured.

Communicate progress to application owners
	Project Manager



	Decide CEM Administrators and Operators.
	Application Owner, Operations

	Configure HTTPS for CEM (get and convert keys)
	Security



	Configure CEM Administrators and Operators.
	CEM Administrator

	Change CEM Account
	CEM Administrator

	Define Domain & Network settings
	CEM Administrator

	Configure HTTPS for CEM (get and convert keys)
	Systems Administrator



	Define Domain & Network settings
	Network Administrator


Guidelines

· Get the web server/load balancer private keys converted to PEM format will speed up the implementation process.

Phase 5: Business Process Definition

Tasks

· Define Business Process

· Define Application

· Define Session ID

· Define Business Process

· Record Transaction Signatures

· Promote Transaction Signatures

· Define Business Transactions

· Define Business Transaction Components

· Enable Business Transaction Components

· Perform Verification Tests for all Business Transactions

Responsibilities

These are the client responsibilities during this phase:

	Responsibility
	Role

	Oversees project progress.
	Executive Champion (Project Sponsor)

	Make sure resources and funding are available for CEM deployment
	Executive Champion (Project Sponsor)

	Ensures CEM Application definitions are configured accurately.
	Executive Champion (Project Sponsor)

	Ensures application definitions are cleanly and accurately defined.
	Application Owner



	Provide resources to aid the application definition process (what uniquely identifies a transaction)
	Application Owner

	Provide resources to assist in verification test.
	Application Owner

	Assist in resolving any CEM-related issues.
	Operations, Security, System Administrator, Database Administrator

	Configure and Verify CEM Transaction definitions
	CEM Administrator

	Assist in resolving any CEM-related network issues. (such as recording, TIM and TESS communications)
	Network Administrator




Guidelines

· Make sure that transaction definitions do capture all steps and components.

· Avoid wildcards if needed.

· Knowing the flow of the application will make it easier to define the transaction in CEM.

Phase 6: CEM Configuration – Part 2

Tasks

· Setup User Group Definitions

· Validate User Group Definitions

· Review Transaction Data

· Examine Data and Modify Data for Defects

· Map Defect Settings to Business Requirements

· Canned Reports Setup

Responsibilities

These are the client responsibilities during this phase:

	Responsibility
	Role

	Oversees project progress.
	Executive Champion (Project Sponsor)

	Make sure resources and funding are available for CEM deployment
	Executive Champion (Project Sponsor)

	Ensures user group definitions are completed and correct.
	Project Manager

	Ensures canned reports are setup according to requirements.
	Project Manager

	Reviews defects and change as needed.
	Project Manager

	Sets transaction and component specifications as needed. 
	Project Manager



	Reviews validity of defects and specification settings.
	Application Owner

	Reviews validity of canned reports
	Application Owner

	Work to resolve incidents.

Be notified if critical incidents occur.
	Operations



	Assist in resolving any CEM-related issues. (Such as recording TIM and TESS communications.)
	Security, System Administrator, Network Administrator, Database Administrator



	Checks TESS and TIM logs for errors.
	CEM Administrator

	Checks defects are not backing up.
	CEM Administrator

	Checks user groups/user definitions are correct and complete.
	CEM Administrator


Guidelines

· In CEM 4.0 and higher, user groups can be created based on IP subnet, URL, query parameter, or HTTP parameter.

Phase 7: Advanced Topics

Tasks:

· Create Custom Reports

· Configure Mail Gateway for SMTP and SNMP

· User and User Group Management

· LDAP Integration

· Gather Evidence Collection

· Enable SNMP Integration

Responsibilities

These are the client responsibilities during this phase:

	Responsibility
	Role

	Oversees project progress.
	Executive Champion (Project Sponsor)

	Make sure resources and funding are available for CEM deployment.
	Executive Champion (Project Sponsor)

	Ensures canned reports are complete and correct.
	Project Manager

	Ensures SMTP/SNMP messages are complete and correct.
	Project Manager

	Ensures evidence collection output are complete and correct.
	Project Manager

	Ensures user groups are complete and correct.
	Project Manager



	Reviews validity of canned reports.
	Application Owner

	Reviews validity of SMTP/SNMP messages.
	Application Owner

	Reviews evidence collection output.
	Application Owner

	Reviews validity of user groups.
	Application Owner

	Resolves any mail-related issues.
	Operations

	Resolves any LDAP issues.
	Operations

	Reviews evidence collection output.
	Operations

	Assist in resolving any CEM-related issues
	Security, System Administrator, Network Administrator, Database Administrator

	Checks canned reports are being created and distributed.
	CEM Administrator

	Check LDAP attributes added to CEM.
	CEM Administrator

	Check SMTP/SNMP messages are being sent.
	CEM Administrator

	Ensures the network monitoring systems successfully receives SNMP messages.
	Network Administrator



	Runs custom reports.
	Database Administrator


Guidelines

· Complete the Custom Reports Questionnaire to gather the custom reports requirements.

Phase 8: Software Integration

Tasks

· Integrate CEM  with SiteMinder
· Integrate CEM with Introscope

· Integrate CEM with Service Desk

· Incident Management Software Integration

· Service Level Management Software Integration

· WTG Integration

· SQM Integration

· CMDB Integration

· System Integration
Responsibilities

These are the client responsibilities during this phase:

	Responsibility
	Role

	Oversees project progress.
	Executive Champion (Project Sponsor)

	Make sure resources and funding are available for CEM deployment.
	Executive Champion (Project Sponsor)

	Seamlessly integrate all products with CEM.
	Project Manager, Application Owner



	System Integration
	Project Manager



	Integrate with seamlessly with 

     SiteMinder, Introscope, and Service 

Desk CMDB, SQM, WTG, and Service 
Level Manager
	Operations, Security, CEM Administrator, Systems Administrator, Network Administrator, Database Administrator




Guidelines

· Make sure that Introscope version is  7.2 for mixed mode and version 8 for native mode.
Phase 9: Wrap-Up

Tasks

· Business Process Rollout Review

· Finalize Deliverables

· Conduct Rollout Review Session

Responsibilities

These are the client responsibilities during this phase:

	Responsibility
	Role

	· Communicate project completion.

· Plan future phases.
	Executive Champion (Project Sponsor)

	· Ensure that CEM documentation and knowledge transfer takes place.

· Ensure that the correct people attend the wrap-up and knowledge transfer meetings.
	Project Manager



	· Participate in the wrap-up and knowledge transfer meetings.
	Application Owner, Operations, Security, CEM Administrator, System Administrator, Network Administrator, Database Administrator



	· Ensure that have all skills to perform CEM Administrator Responsibilities
	CEM Administrator


Guidelines

· CEM Administrators should read the administrative responsibilities that are documented in the CEM Administrators Guide.

Topic: CEM Administrator Responsibilities
Introduction

Caveat

The following are suggested CEM Administration responsibilities. The range and frequency of these responsibilities may vary at each site depending on complexity of environment, type of integration employed, number of users and support resources, and growth rate of CEM-monitored application.

Daily Tasks

The following are typical daily tasks for CEM Administrators:

· Check that the daily backup was successful.

· Review TIM and TESS logs.

· Review incidents and if appropriate defects. Resolve issues if appropriate using Introscope/BRTA (if available).

· Report any discovered CEM issues.

Weekly Tasks

The following are typical weekly tasks for CEM Administrators:

· Test restoring backup.

· Test that integration with Introscope, SiteMinder, Unicenter NSM etc is working as expected. (i.e. SNMP traps are being created and sent to NSM, SSO of SiteMinder Web Agent, Introscope Inspector shows CEM statistics)

· Save copy of CEM configuration and backup off-site.

· Review CEM administrators list for unneeded users.

· Review CEM audit log for unexpected or unauthorized changes.

· Review CEM CPU utilization (from UNIX side)

· Close resolved or old incidents if appropriate.

· Review reports for accuracy and trends

· Check that email reports are being created and distributed.

Monthly Tasks

The following are typical monthly tasks for CEM Administrators:

· Check failover procedure (if installed)

· Clean up old/unneeded users and user groups

· Review if new business processes/transactions/etc need to be defined

· Review if transaction specification settings need to be changed.

· Review if baseline or SLA settings need to be adjusted.

· Review reports for accuracy and trends.

Quarterly/Yearly Tasks

The following are typical quarterly/yearly tasks for CEM Administrators:

· Beta test (if appropriate) next CEM release for possible problems, new features, 

· Review CEM architecture for performance, scalability, failover, geographic distribution, and other factors.

· Determine if additional integration is needed

· Determine ICMM Level (with CA/Wily Professional Service staff) and next steps.

· Determine if need CA/Wily Professional Services for CEM customization or integration.

Topic: Things to Avoid with CEM Deployments

Introduction

This document is the result of a question raised by a customer during an engagement.—what things should I avoid when deploying and using CEM? 

Guiding Principles

1. Try to avoid many the conditions presented below through 1) capturing clear requirements, 2) having non-overlapping roles and responsibilities, 3) review suggested configuration settings before deployment, 4) double-check configuration entries and 5) monitor CEM logs and defects after deployment.

2. If having one the conditions listed below, then attempt to resolve and correct as quickly as possible.

Deployment

The following are some steps to avoid when deploying CEM:

1. For enterprise-wide deployments, not having project managers to coordinate and monitor the deployment.

2. Having incorrectly architected the location or number of TIMs/TESSes. This is possibly due to incorrect traffic estimates, application scope changes, or other factors.

3. Roles and Responsibilities issues

a. No one assigned with CEM responsibilities on an ongoing basis.

b. CEM Administrator has no or little training.

c. Overlapping or unclear CEM roles and responsibilities

4. TIM network span or tap issues

a. Out of sequence packets due to inputs of multiple speeds or multiple input contention. This could impact successful recording and transaction statistics.

b. Tap or span incorrect configured and fails to show HTTP/HTTPS traffic or two way traffic. 

Configuration

The following are some of the misconfiguration steps that can impact the success of the CEM deployment:

	Misconfiguration 
	Impact

	Web Servers Filter
	Not seeing correct traffic, inability to record.

	Inactive Users
	Too low a setting can slow down the Tim with many inactive users. Too high a setting may result in too many active users who should be made inactive.

	Licenses
	Expired license or license set for too few users will result in limited access

	User Processing Type
	Using enterprise mode when there are too many active users can slow down the TESS and exceed system capabilities.

	SMTP Settings
	Not getting reports delivered to one or more persons.

	Time Zone Settings/Synchronize Time
	Incorrect time or gaps in CEM statistics. 

Statistics could also be duplicated or 

corrupted. Also problems while recording.

Time on TIM incorrect or not propagated from TESS. 

	User Privileges
	CEM Analyst/Administrator cannot access reports and administrative functions.

	Monitor
	Inability to monitor defects. Two TIMs monitoring the same servers may result in duplicate transactions.

Not enabled will result in no defects and reports be created.


Recordings and Transaction Definition

In addition to the above list, these additional misconfiguration steps that can impact CEM application monitoring:

	Misconfiguration 
	Impact

	Session & User Identifier
	Incorrect settings may impact user and user group creation. It also may result in unspecified users and lack of per user statistics.

An invalid offset and length may result in an incorrect value for the user/session identifier.

Failing to Set NTLM User Authentication not to match user name will have 401 errors incorrectly reported as defects.

	Case Sensitive URL Paths
	Incorrect setting may result in not getting defects.

	Case Sensitive Login Names
	Changing this will result in a user name conflict and “duplicate key violates unique constraint” errors.

	Application Type and Authentication Type
	Incorrect setting may result in unspecified users affecting root cause determination and reporting.

	Private Parameters
	No or incorrect definitions may mean exposure of user privacy information

	Ignore Applications in User Recognition
	If unchecked and users log into multiple applications, then they may be incorrectly counted multiple times.

	Private Keys
	If incorrect or missing, may not decode https traffic sufficiently.

	Collect Transaction Statistics
	If enabled and not needed, may result in unnecessary processing and statistics in reports.

	Session Timeout
	If set too low, may result in an unspecified user. If set too high may associate transaction with another user using the same session identifier.

	Defect Thresholds
	If set too low will result in too many defects. This may slow down the TESS and result in a defect storm.

	Incorrect Recording Signature
	Incorrect recording can result in 

1) False positives on defects

2) Incomplete or invalid transactions

3) Wrongly included transaction components.

	Invalid recording process.
	Failing to clear browser cache may result in invalid recordings from cache memory rather than the web server.

Invalid language parameters may impact successful recording.

Incorrect IP address (NAT Address rather than “real” IP address) may impact successful recording.

	The “two enables” (business transaction and defect threshold) are not enabled
	No defects or reports will appear.

	Invalid TESS IP Address with script recorder
	Fail to import script to TESS and a 404 error.

	Non-cacheable component marked to be included
	It component is not meant to be included, will result in an incorrect missing component defect.

	Transaction component regular expression in pattern field.
	Any invalid values in the pattern fields including invalid regular expressions may result in not matching the transaction and no corresponding defect.


Integration

The following are some of the misconfiguration steps that can impact the success of the CEM deployment

	Misconfiguration 
	Impact

	Tess hostname in Service Desk Plug-In not externally recognized by DNS.
	CEM Link in Service Desk ticket will not work.

	Introscope version/Legacy CEMTracer version checkbox.
	Incorrect settings can impact Introscope integration performance and may result in not sending domainconfig.xml to the Enterprise Manager.

	CEM section of Agentclusters.xml not uncommented.
	No CEM Metrics in Introscope Investigator

	SiteMinder passphrase  or policy server information incorrect .
	SiteMinder plug-in will fail to connect to policy server and integration will fail to take place.

	Machine.config file is incorrect.
	.Net Introscope agent may fail to start and Introscope integration will fail.

	IntroscopeAgent.profile is incorrect
	Introscope agent may fail to start and Introscope integration will fail.

	Transaction Trace Time Threshold
	Set too high may result in no transaction traces. Set too low may result in too many transaction traces and may also impact Enterprise Manager/agents.

	Frequent TIM monitor synchronizations
	May impact Enterprise Manager performance.

	Ports
	Fail to connect to Introscope, Service Desk and other servers used to integration.


Post-Configuration 

If CEM administration is not or underperformed, then the following may be the result.

	Misconfiguration 
	Impact

	Incidents not being analyzed and closed
	CEM performance may slow down and incidents are not resolved.

	CEM logs not being reviewed on a periodic basis


	Outstanding CEM configuration, database, and performance issues may get overlooked.

	CEM not being continuously optimized


	TIM and TESS architecture and configuration may be incorrect. CEM configuration, database, and performance may not be keeping up with application changes.


Topic: Tips and Guidelines for Successful CEM Migrations and Upgrades.
Introduction

This document supplements the information found in the CEM Installation and Transaction Definition Guide on upgrades and migrations
Guiding Principles

1. The goal for a successful CEM upgrade is to successfully install a later release without impacting existing functionality or data.
2. The goal of a successful CEM migration is to move part or all of a working CEM environment on one TESS system to another TESS (whether this TESS is new or already existing).
CEM Migrations
Most customers use multiple environments to test and deploy software. CEM is frequently employed in these multiple environments to monitor various aspects of an application’s customer success.

Part of the testing and deployment process may be migrating part or whole of a CEM environment. A migration could also be used to create a failover TESS.

The following table shows the various migration choices from general to most specific:

	Migration Choices
	Menu Location
	Why Do
	Drawbacks

	Complete Restoration
	In CEM Administration  GUI:

System> Database Backup & Restore
	When need to reproduce the entire existing CEM environment on another TIM for testing or failover purposes. This includes configuration, transaction definitions and thresholds, recording sessions, defects, and statistics
	Overwrites existing configuration, transaction definition, recording sessions, defects and statistics on existing TESS.

	Configuration Only
	In CEM Administration GUI:

System> Configuration Export & Import
	When only need to migrate configuration, all transaction definitions and thresholds, recording sessions but NOT defects and statistics.
	Overwrites existing configuration, recording sessions, and definition on existing TESS.

Brings in same host names and paths as other environment unless changed.

	Business Transaction Only
	In CEM Administration GUI:

Administration> Business Processes
	When only need to migrate configuration, one or more transaction definitions and thresholds, recording sessions but NOT defects and statistics.
	Time-consuming if migrating many but not all transaction definitions 

Have to manually create each business process before import.

Brings in same host names and paths as other environment unless changed

	Script Recorder
	In CEM Administration GUI:

Tools> Script Recorder to install the recorder
	When need to migrate Load Runner script or pcap file to another CEM system.

Note this creates a recording session in CEM only.
	Time-consuming if migrating many scripts.

Have to manually create each business process before import

Need time to clean up definitions before enabling.

	WTG Scripts
	In WTG Admin Console:

Agent Configuration > 

Send Script to CEM button 
	When need to migrate synthetic or converted actual transactions WTG scripts.

Note this creates a recording session in CEM only.
	Time-consuming if migrating many scripts.

Have to manually create each business process before import

Need time to clean up definitions before enabling.


When migrating from one environment to another, it may be needed to change the host name or path name  (such as /QA_Application_Name to /Prod_Application_Name. There are two ways to do this:

1) Using a text editor

- Export the business transaction definition or configuration from CEM system 1.

- Unzip the file if needed

- Using a text editor, use a global find and replace of host name and path name.

- Rezip the changed file

- Import the business transaction definition or configuration to CEM system 2.
2) Using SQL Scripts

- Import the business transaction definition or configuration from CEM system 1.

- Changing host name or URLs using SQL Scripts (not supplied.)
CEM Upgrades
The following are best practices for successful CEM upgrades as documented in the CEM Installation Guide and learned from engagements:

1) Backup the CEM system. (Optionally, create a business transaction and configuration export).

2) Review the ReadMe and Release notes. This should include a review of:

a. Existing CEM site bugs that are now fixed and creating a test plan/schedule.

b. Additional functionality in the new release and determine which features are useful for the site.

c. Deprecated functionality that this site relies on.

d. Changes in releases of integrated software supported.

e. Changes in the underlying operating system that are worth noting.

3) Obtain all needed files including those needed for integration with other 

software.

a. Install-once software

b. Third-party software

c. Tess complete software

d. Tim complete software

e. Corresponding CEM Introscope integration kit

f. Other integration software

4) Plan for the upgrade

a. Staff and time

b. Needed change control authorizations

c. Sequence of steps including Introscope and other integrations

d. Upgrade validation test plan

e. Bug/new feature test plan

5) As the installation takes place, note the steps that do not go according to plan

and the reasons why. Incorporate this knowledge into future upgrade planning and deployment

Chapter 3: Configuration and Miscellaneous
         Topic: CEM Versions

Introduction

This document is an unofficial list of CEM major releases and the associated new functionality. Once knowing the release, then one can find the corresponding release note explaining the new functionality. 

This is intended to be a living document and will be updated as time allows.

Guiding Principles

1. An attempt was made to include both Timestock and CA WILY CEM Major releases however information on earlier releases was hard to find. 

2. Not all features for each release are included. Please check the appropriate release for more details

3. Introscope changes will be added in a future version of this documentation.

CEM Releases and Functionality

	Version
	Major Functionality
	Release Date

	1.x 
	NA
	NA

	2.0
	NA
	NA

	2.1
	Business Transactions, NA
	NA

	2.2
	SiteMinder Plugin, Transaction Inspection,
	NA

	2.3 
	SLA Reports, Data Retention, User Group by IP Address, Business Value Reports
	

	2.4
	Defect Search, Baselines
	9/2005

	3.0
	Timezone, Wily Branding, All-in-One or TESS on Linux
	12/2005

	3.1
	Jasper Reports, TIM Re-design, Email setup page
	2/2006

	3.1.1
	NTLM & Basic Authentication, PDF Reports, Tim Recorder filter by language, User filter in defect list, SSL Decode page
	5/2006

	3.2 
	CEM Audit Trail. Scheduled and PDF Reports, Wildcard Search of Users, TIM/TESS using HTTPS, CEM Licensing, CEM Roles for Authentication, Move Business Transaction Across Process, Bulk Edits/Updates
	6/2006

	3.3
	CEM Dashboards, CEM Event Handling Improvements, Siebel (SARM) user information, Database Backup/Restore, System Time, Configuration Import/Export, Configuration Administrator, Historical Reporting
	11/2006

	3.3.1
	Upgrade to Linux 4 Update 4, Daylight Saving Time Support.
	January 2007

	4.0
	CA-like interface, Incident Generating and Aging Rules, SmartCharts, HTTP Response Body, XML User/Session Identifier Support, User Group Identifier by Request Attribute, CEM Export Tool & SDK, WTG Integration, Service Desk Integration, Session timeout Per Application, Multiple Applications Per Single User, Regular Expression Support for Transaction matching Rules, Export and Schedule Analysis Graphs
	June 2007

	4.0 P2
	Interim Session Mapping
	August 2007

	4.0 Q4
	Handle XML regardless of content type
	August 2007

	4.0 Q6
	Restart TESS automatically if not started.
	November 2007

	4.1
	Business transaction import/export, Defect Storm protection,

WTG Integration to create business transaction,, Unicenter NSM integration, License compliance and session usage reports, CEM incident analyst role, CEM Export Tool Update, Create user Group By IP Subnet
	April 2008

	4.2
	IPv6 Support, FIPS Support, CMDB Integration, Parameter Name Wildcards
	August 2008

	4.2.2
	RTTM Support
	January 2009

	4.5
	TESS Database and Performance Improvements,, RTTM Dashboards, HTTP Analyzer Plugins, Transaction Component Times, CEM Health Monitoring, Event manager Emails on Alerts, Services Dashboard, Transaction Definition Administration, View Changes Since Last Synchronization, High Impact IP Subnet, Path Parameter, HTTP Response Header Parameter, Test Email button, Defect storm protection enabled, SiteMinder Distinguished Name, Correlational SLA by Business Process, Request bodies displayed
	July 2009

	4.5.2
	Performance and SLA Metrics by IP Subnet, transaction response time graphs, User Group Data Retention
	October 2009

	4.5.4
	Improved Export Tool. Filter Defect by Client IP
	January 2010

	4.5.5
	nCipher Support, OR condition for Client and Session Identifier
	March 2010

	4.5.6
	Bug fix and ablity to record additional content types
	June 2010

	5.0
	APM 9. TESS moves to EM, TIM becomes software only, Language support extended
	July 2010


Chapter 4: Transaction Definition Setup
    
Topic: Script Recorder

Introduction

The current CEM documentation is in the process of being updated. This update will explain what is needed to create and import Load Runner VUGen (Virtual User Generator) scripts for the current VuGen release. This section highlights the likely differences between the current and future documentation. It is a supplement not a replacement for the current documentation.
From Wikipedia

Load Runner is a performance and load testing product by Hewlett-Packard (since it acquired Mercury Interactive in November 2006) for examining system behavior and performance, while generating actual load

…

The Virtual User Generator (VuGen) allows a user to record and/or script the test to be performed against the application under test, and enables the performance tester to play back and make modifications to the script as needed
CEM can successfully import VuGen scripts as long as they are in an extended log format. The next sections explain how to produce extended log VuGen scripts and what the file content looks like.

Guiding Principles

1. When your customer is recording scripts make sure they only use this setting -- Web (HTTP/HTML) instead of the Ajax or Web (Click and Script) settings
2. Note that you will get a 404 error when running script recorder if the TESS address is incorrect.
Producing CEM Import-Ready VuGen Scripts

In Load Runner VuGen under Run-time Settings, make sure that Extended log(ging) and advanced trace is checked  DO NOT check parameter substitution and data returned by server as shown below. 
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Extended Log File Format  – Start and End.

The following is the  typical start for a VUGen extended log file 

=== Verbose logging started: 7/8/2008  14:13:43  Build type: SHIP UNICODE 3.01.4000.4039  Calling process: C:\WINDOWS\system32\msiexec.exe ===

MSI (c) (CC:2C) [14:13:43:835]: Resetting cached policy values

MSI (c) (CC:2C) [14:13:43:835]: Machine policy value 'Debug' is 0

MSI (c) (CC:2C) [14:13:43:835]: ******* RunEngine:

           ******* Product: z:\AgtSD.msi

           ******* Action: 

           ******* CommandLine: **********

MSI (c) (CC:2C) [14:13:43:835]: Client-side and UI is none or basic: Running entire install on the server.

MSI (c) (CC:2C) [14:13:43:835]: Grabbed execution mutex.

MSI (c) (CC:2C) [14:13:43:851]: Cloaking enabled.

MSI (c) (CC:2C) [14:13:43:851]: Attempting to enable all disabled priveleges before calling Install on Server

MSI (c) (CC:2C) [14:13:43:851]: Incrementing counter to disable shutdown. Counter after increment: 0

MSI (s) (C8:9C) [14:13:43:866]: Grabbed execution mutex.

MSI (s) (C8:28) [14:13:43:866]: Resetting cached policy values

MSI (s) (C8:28) [14:13:43:866]: Machine policy value 'Debug' is 0

MSI (s) (C8:28) [14:13:43:866]: ******* RunEngine:

           ******* Product: z:\AgtSD.msi

           ******* Action: 

           ******* CommandLine: **********

 The following is typical end for a VUGen extended file:
MSI (s) (C8:28) [14:17:04:562]: Cleaning up uninstalled install packages, if any exist

MSI (s) (C8:28) [14:17:04:562]: MainEngineThread is returning 0

MSI (s) (C8:9C) [14:17:04:562]: Destroying RemoteAPI object.

MSI (s) (C8:98) [14:17:04:562]: Custom Action Manager thread ending.

=== Logging stopped: 7/8/2008  14:17:04 ===

MSI (c) (CC:2C) [14:17:04:578]: Decrementing counter to disable shutdown. If counter >= 0, shutdown will be denied.  Counter after decrement: -1

MSI (c) (CC:2C) [14:17:04:578]: MainEngineThread is returning 0

=== Verbose logging stopped: 7/8/2008  14:17:04

.
Topic: Transaction Parameters
Introduction

This section deals a topic central to CEM monitoring success – identifying transaction parameters to uniquely identify a transaction.

The information presented below is just a guideline. Your results may be differ due to transaction definition identification philosophy, application complexity, application parameters, and other factors.

Transaction identification parameters are set through the CEM Admin Console at the Transaction Component level. The screen looks like the following:

[image: image3.emf]
As you can see above, the path to get to the transaction identification screen is 

	

	Business Processes > Business Transactions > Transactions > Components > Identification 




You do have to make sure that you are under the correct business process>business transaction>transaction>component tree.

What are Transaction Identification Parameters?

Once you on the correct screen, you may select/enter the following:

	Parameter
	Description
	Subparameter
	Action/Patterns

	Cookie
	Name/value pairs found in cookie header.
	Parameter Name
	Action, Patterns

	Post
	Name/value pairs found in Post header.
	Parameter Name
	Action, Patterns

	Query
	Name/value pairs after first ? in URL
	Parameter Name
	Action, Patterns

	URL
	Hostname, path,Client IP, or port number
	Host, Path, or Client IP Port
	Action, Patterns

	HTTP Header 
	Name/value pairs before first ? in URL
	Parameter Name
	Action, Patterns

	Path
	Path
	Delimiter
	Action, Patterns

	Plug-In
	HTML Plug_in
	Plug-In path
	Action, Patterns

	XML
	XML response headers
	Parameter Name
	Action, Patterns

	eTrust SiteMinder
	SiteMinder header
	UserName or Session ID 
	Action, Patterns

	NTLM  Authentication
	NTLM header
	UserName or MessageType 
	Action, Patterns

	Basic Authentication
	Basic authentication header
	UserName 
	Action, Patterns

	x-wtg-info 
	Wily Transaction Generator header
	Parameter Name
	Action, Patterns


Actions consist of the following:

	Action 
	Function
	Comments

	Match
	Match to an exact string or a string with some dynamic text
	Used to match a wildcard at start, middle or end at string. A wildcard also used as presence operator (Parameter has any values -* ) or as catch-all (for all URLs associated with an application.set to *)

	Does Not Exist
	Match only if a parameter does not exist.
	Used as a non-presence operator (Parameter is absent.)

Typically used for NTLM to identify the first request which does not include a message type.

Also can be used if two transactions are almost the same. You can add the transaction component to the second transaction with a does not exist as a tiebreaker in transaction identification.

	Regular Expression
	Match string to a perl regular expression
	Used to match complex string patterns (such as combinations of static and dynamic text)


Guiding Principles

The guiding principles, that these are divided into three categories:

General

· The following are typical ways to set up matching rules. (In decreasing order of preference:
· One or two exact string match rules. This may be combined with

     some presence rules

· Use a parameter that a value that uniquely identifies each web
     page (e.g. Pagename = reports) or operation (e.g. OP =  

     SUBMITREPORT>)
· Use a wildcard to match on URL to have a more general rule.

                                       
-      Use presence rules (such as for cookies)

· Some other general guidelines:

· Match on hostname only if desiring transactions from one host. If set to * , then will gather statistics for all hosts.

· If URL is the same for all transactions, then need to match on other identifiers

· If there are no unique identifiers, then a different identifying transaction component may have to be used.

· Wildcards on path can be used to create catch-all rules. This is useful in capturing any new URLs created for an application.

· Work with the developers to select transaction parameter identifiers that are unlikely to change in the future. If a parameter disappears, then transactions statistics and defects may no longer be captured.

· Avoid matching on a string that is specific just once for a user (such as session cookie, data end time, etc.)

Actions

· The following are general guidelines for actions:
· Heavy use of regular expression matching rules may slow down CEM performance.
· Multiple matching rules always act together as ANDs not as ORs.

· Regular expressions can be used to match non-standard delimiters (such as plus) that be used as part of a URL string.

Parameter Types

· The following are general guidelines for parameter types:
· eTrust SiteMinder is generally not recommended for transaction identification. You will get a warning message stating this.
· Generally stay away from using cookies as presence operators. Use other parameters as presence operators if possible.
· XML elements cannot be created manually. You must use a recording session to do so.
· The most popular choices are Post, Query, URL, and HTTP Header
Topic: CEM Transaction Recording Mechanism

Introduction

This document covers the five ways to record and capture CEM transactions.

Guiding Principles

3. Each approach is a tradeoff between recording speed, post-transaction definition cleanup time, and transaction granularity. Use the approach that makes sense for the transaction.

4. Future CEM releases could add these enhancements:

a. Add the capability to record additional types of transactions (such as Web 2.0/Web 3.0)

b. Add wizards to help determine the user and session identifier for an application.

c. Add wizards to make suggestions on transaction definition configuration.

d. Add tools to help debug recording issues.

Comparison of Five Recording Approaches

	Approach
	Pros
	Cons
	When to Use

	AutoDiscovery
	· Built-into CEM

· Easily capture transaction
	· Not meant for continuous use
	· To monitor new definitions

	Advanced Recorder
	· Ease of use

· Built into CEM Administrator. 

· Can cleanup definition before promoting.

· Can run on any client browser.
	· Getting valid definitions for a 

large number of transactions may be time consuming.
	· Best overall solution

· XML and  Web Services



	Manual  Transaction Definition Creation (No Recording)
	· Built into CEM Administrator Console

· Ease of use
	· Transaction definition will 

not likely include all components.


	· When transaction is just a few URIs.

	Script Recorder
	· Built into CEM

· Works with Load Runner logs or Ethereal/Wire Shark Scripts
	· Post transaction definition cleanup may take time.

· A command line interface may be prone to user error.

· Runs on MS Windows only. 
	· Bulk recording

· Transaction available 

       only as a LoadRunner

       logs or as Ethereal/

       WireShark  scripts.

· Client-less applications

       (need to capture traffic

       from application server)



	WTG (Wily Transaction Generator)
	· Ease of use

· Can be used to create definitions for synthetic or actual transactions.
	· Requires WTG  

To be operational

· Post transaction definition cleanup may take time
	· Bulk Recording

· Web Services


Topic: Common CEM Defect Errors

Introduction

This document tries to explain some of the common CEM defects and what to do about them. Defects are generally one of two types

	Defect Type
	Definition
	Examples

	Behavioral Defects
	Defects that are a result of a transaction execution which exceeded an enabled defect threshold.
	Slow Time

Fast Time

High Throughput

Low Throughput

Large Size

Small Size

Missing Transaction

	Response Defects
	Defects that are a result of a HTTP response code or content errors.
	Unauthorized Access

Client Request Error

Server Response Error

Content Error

Missing Response 

Partial Response


Guiding Principles

5. Limit the defect thresholds to generate only the defect errors that truly need to be monitored or resolved. 
6. Setting the defect threshold too low may result in a defect storm overwhelming the TIM with too many defects to be processed. If set too high, there may be few or no defects.

7. Application-Specific errors can be captured by enabling content error

8. Specifying a specific HTTP Response Code rather than a group of codes can be configured as a component error.

9. A future CEM enhancement could be Content Errors supporting regular expressions or even a macro language.

10. Missing and Partial Responses defects do not have response bodies if the HTTP response body license is installed.

11. Use Introscope, Network monitor, and other tools to resolve these defects.

12. For defects that are “always enabled”, it is possible to use a threshold that is very high or low, practically disabling the defect type, but this is not recommended. 

13. All Behavioral and some Response Defect types cannot be deleted
The exceptions are:

Unauthorized access, Client Request Error, Server Response Error, and Content Error.

Behavioral Defects 

	Defect Name
	Enabled by Default
	What Is It
	Why Track This?
	Common Causes

	Slow Time
	No
	When total transaction time exceeds a certain threshold.
	Popular measure of    

transaction   

performance and 

response time.
	Networking Issues

Server Load

Application or Database Issues

Backend Problems



	Fast Time
	No
	When total transaction time is less than a certain threshold.
	Measure if all or part 

of a transaction are 

running faster than 

expected   
	Application Issues

Backend Problems



	High Throughput
	No
	When a transaction exceeds the throughput threshold.

(Throughput being defined as the HTTP transaction size in bytes divided by a given time unit such as seconds.)
	Measures if  a    

transaction is     

 efficient. 

Too high throughput may be an indicator that the transaction is sending more bytes during a given time period than expected This may lead to application bottlenecks. 
	Networking Issues

Application or Database Performance Issues

	Low Throughput
	No
	When a transaction is less than the throughput threshold.

(Throughput being defined as the HTTP transaction size in bytes divided by a given time unit such as seconds.)
	Measures if   transaction is   

efficient. 

Low throughput may be an indicator that the transaction is sending less bytes during a given time period than expected.
	Networking Issues

Application or Database Performance Issues

	Large Size
	No
	When the HTTP transaction size in bytes is larger than specified threshold.
	Measure transaction performance from a size perspective.

Large size may mean that that transaction is sending more bytes than expected. This may lead to application bottlenecks.
	Networking Issues

Application or Database Performance Issues

	Small Size
	No
	When the HTTP transaction size in bytes is les than specified threshold.
	Measure transaction performance from a size perspective.

This may mean the application is working less efficiently than expected.
	Networking Issues

Application or Database Performance Issues

	Missing Transaction

Cannot be disabled
	Yes
	The business transaction observed contains less transactions that are defined.  (Includes non-cacheable transactions which are required.)
	Measure if a business transaction has completed all transaction steps.
	Transactions may need to be set as cacheable.

Network issues

Application issues

User did not do all expected steps.

	Missing Component

Cannot be disabled
	Yes
	The transaction observed contains less components that are defined. 

(Includes non-cacheable transaction components which are required.) 
	Measure if a transaction contains all required components
	Components may need to be set as cacheable.

Networking Issues

Application or Database Performance Issues


Response Defects

	Defect Name
	Enabled by Default
	What Is It
	Why Track This?
	Common Causes

	Unauthorized Access
	Yes
	HTTP request did not get required authentication response.
	Determine if someone is trying to access an application without permission. 
	Invalid userid or password.

Browser does not support authentication/authorization mechanism

User may be authenticated but not authorized.

Proxy authentication and authorization required.

	Client Request 

Error
	Yes
	These are various HTTP client errors.
	Determine common client errors and change application or client behavior to reduce their occurrence.
	Payment not provided.

URL not found (due to old bookmarks or application changes)

Request method not allowed.

Request not acceptable.

Request timeout (client didn’t respond in time)

URI too long.

Media type is supported

	Server Response Error
	Yes
	These are various HTTP server errors. 
	Determine common server errors and change application to reduce their occurrence.
	Application, Database, or Web Server errors

Request not implemented

Bad proxy or gateway

Unavailable service

Application permissions

Gateway timeout

Unsupported HTTP version

	Content Error
	No
	The request matches some static content text.


	Capture application-specific error.


	Application issues.

	Missing Response

Cannot be disabled
	Yes
	Request was sent by client.

No response is sent by the server by a given timeframe.
	Determine server’s responsiveness and availability.
	Application issues

Networking issues

Application not checking user pressed button multiple times.

Mirror port VLAN configuration resulting in out of sequence errors.

Tim is dropping packets so TIM buffer size or architecture needs modification.

Customer using Direct Server Return so responses are coming back to another server that CEM isn’t monitoring.

Application server is down so web server can’t respond and times out.

Image files take longer than the threshold to load.

	Partial Response

Cannot be disabled
	Yes
	Request was sent by client.

The server has returned a partial response (greater than 1 byte)  based on the size listed in the content header (when chunked encoding is not used) or 

chunk lengths (when chunk encoding is used)
	Determine server’s responsiveness and availability.
	Application issues

Networking issues.

Mirror port VLAN configuration resulting in out of sequence errors.

Customer using Direct Server Return so responses are coming back to another server that CEM isn’t monitoring.

Application server is down so web server can’t respond and times out.

Tim is dropping packets so TIM buffer size or architecture needs modification.

Image files take longer than the threshold to load.


Chapter 5: Reports
Topic: CEM Report Summary



As of Version 4.2.x

1. License Compliance/Utilization

· License Compliance

· System Usage

2. Service Level Management
· Transaction SLA 

· User SLA

· Correlational SLA

· Transaction Trend

· User Trend

· Business Value

2.   Incident Management

· Incidents (Open Incidents)

· Impact Leaders (Top 5 Impacts)

· Defects (Defect Lists)

3. Performance Reports

· Business Process Performance (Success Rate, Total Transactions, Good Transactions, Bad Transactions, Identified Users, Volume)

· Business Transaction Performance

· User Group Performance

4.   Quality Reports

· Business Process Quality (Yield, Opportunities, Defects, Sigma,)

DPMO. Median Throughput, Medium Size, Total Volume, Identified Users)

· Business Transaction Quality

· User Group Quality

  5. Analysis Graphs

· Business Process Defect Pareto

· Business Process Success Rate 

· Business Process Time Distribution Box-Whisker

· Business Process Throughput Distribution Box-Whisker

· Business Process Size Distribution Box-Whisker

· Business Process Volume

· Business Process Count

· Business Process Yield

6.  My Reports

· Business Value

· Correlational SLA Report

· Impact Leaders

· License Compliance

· Session Usage

· Transaction Count

· Transaction Defect Frequency

· Transaction Defect

· Transaction Defect Type

· Transaction Performance

· Transaction Quality

· Transaction Size

· Transaction SLA Performance

· Transaction SLA Quality

· Transaction Success Rate

· Transaction Throughput

· Transaction Time

· Transaction Trend Performance

· Transaction Trend Quality

· Transaction Volume

· Transaction Yield

· User Performance

· User Quality

· User SLA Performance

· User SLA Quality

· User Trend Performance

· User Trend Quality

Topic: CEM Reports By Audience

Introduction

CEM contains a wealth of “out of the box” reports. However, it isn’t always clear what are the purpose of the reports or the audience each report will appeal to. This section tries to provide some guidance to do this.
Guiding Principles

1) Each report will have primary and secondary functions.

2) Each report will appeal to primary and secondary audiences.

3) Report users will use one or more reports in the five report categories (Service Level Management, Incident Management, Performance Reports, Quality Reports, and Analysis Graphs).

4) Report users may use one more of the eight report sets (Applications, Business Processes, Business Transactions, Business Value, Quality, Performance, Transactions, Users, User Groups).

5) These principles also apply to My Reports (which is not discussed below).

Types of Audiences

	Role
	Primary Reports
	Secondary Reports
	Report Sets

	CEM Administrators
	Incident Management 
	Performance Reports

Quality Reports

Service Level Management

Analysis Graphs
	User Groups

Users

	Operations
	Incident Management 
	Service Level Management

Analysis Graphs
	User Groups

Users

Applications

Business Processes

Business Transactions

Transactions

	SLA Analysts
	Service Level Management


	Analysis Graphs
	Applications

Business Processes

Business Transactions

Transactions

Business Value

	Capacity Planners
	Performance Reports
	Analysis Graphs
	Applications

Business Processes

Business Transactions

Transactions

	Application Owners
	Service Level Management

Performance Reports

Analysis Graphs
	Incident Management 
	Applications

Business Processes

Business Transactions

Transactions

Business Value

	Performance Analysts
	Performance Reports

Analysis Graphs
	
	Applications

User Groups

Users

Business Processes

Business Transactions

Transactions

Performance

	Quality Analysts
	Quality Reports

Analysis Graphs
	Service Level Management

Incident Management Reports
	Applications

User Groups

Users

Business Processes

Business Transactions

Transactions

Quality

	CEM Champions
	Performance Reports 

Quality Reports

Analysis Graphs
	Service Level Management

Incident Management 
	User Groups

Users

Business Processes

Business Transactions

Transactions

Business Value


Service Level Management 

Service Level Management reports are concerned with the management and monitoring of applications through Service Level Agreements (SLAs). Service Level Management helps in accessing application health and accountability.

SLA Analysts and Application Owners will use these reports to answer the following types of questions.

· What is the overall success rate, average time, transaction count, IT/business value, IT cost, and sigma of my business process?

· Are my business processes/business transactions/user groups within SLA?

· How do today’s results compare with a point in the past? Are the customers continuous improvement efforts making a difference?

Incident Management 

Incident Management reports are real-time information about current incidents that are being 

experienced by the application users. Incidents are groups of defects that are correlated based on transaction type and defect type. Resolving these issues minimizes business impact and maintains agreed levels of service.

CEM Administrators, Operations, Application Owners, CEM Champions and others will use these reports to answer the following types of questions:

· Which incidents are currently opened?

· How do incidents look visually based on transaction count?

· What are the impact leaders by business processes, business transactions, user groups, and users?

· What are the defects that are currently opened (whether or not associated with incidents).

Performance Reports

Performance Reports measure how much useful work was accomplished by an application during a given timeframe. Typical metrics used are response time, throughput, utilization, and availability.) These are similar to CEM quality reports but those use Six Sigma metrics. 

Performance Analysts, Capacity Planners, CEM Champions, and others will use these reports to answer the following type of questions: 

· How efficient and effective is my application/business transaction/transaction/user groups for a given business process/user group? (As measured by success rate, total/bad/ good business transactions, average throughput, average size, and total volume)

· How many users are being captured for these statistics?

Quality Reports
Quality Reports measure how well an application meets customer needs. Typical metrics are used defined by Six Sigma.  These are similar to CEM performance reports but those use traditional performance metrics.

Quality Analysts, CEM Champions, and others will use these reports to answer the 

following type of questions: 

· How well does my application meet customer needs for a given business process/business transaction/transaction/user group? (As measured by yield, opportunities, defects, sigma, DPMO, median throughput, median time, median size, and total volume)

· How many users are being captured for these statistics?

Analysis Graphs

Analysis Graphs is a collection of performance and quality reports in a graphical format. As Edward Tufte noted, graphical analysis offers a strong explanatory power in a compact format.

Performance Analysts, Quality Analysts, Application Owners, CEM Champions, and others will use these reports to answer the following type of questions: 

· Which Business Processes/ Business Transactions/ User Groups make up 80% of the distribution for success rate, time, throughput, size, volume, count, yield, number of transactions, and defects?
Reports as a Set

In addition to the various report categories, classes of reports based on a common theme also exist. A simplified diagram of a report set versus a report category is shown below:
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These are listed below:

	Report Set
	Reports Category
	Report

	Applications
	All
	All

	Business Processes
	Analysis Graphs
	All

	
	Incident Management
	Incident, Defect, Impact Leaders

	
	Performance Reports
	Business Processes

	
	Quality Reports
	Business Processes

	
	Service Level Management
	All

	Business Transactions
	Analysis Graphs
	All

	
	Incident Management
	Incident, Defect, Impact Leaders

	Business Value
	Service Level Management
	Business Value

	Quality
	Analysis Graphs 
	Yield

	
	Quality Reports
	All

	Performance
	Analysis Graphs
	All but Yield

	
	Performance Reports
	All

	Transactions
	Incident Management
	Incident, Defect, Impact Leaders

	
	Performance Reports
	Business Processes (drill down)

	
	Quality Reports
	Business Processes (drill down)

	User
	Service Level Management
	User SLA

User Trend

	
	Incident Management
	Incident, Defect, Impact Leaders

	User Groups
	Analysis Graphs
	All

	
	Incident Management
	Incident, Defect, Impact Leaders

	
	Performance Reports
	User Groups

	
	Quality Reports
	User Groups

	
	Service Level Management User 
	User SLA

User Trend


Topic: Capacity Planning
Introduction

This section provides some guidance for using capacity planning reports.

 What is presented here only is a guideline. Your use of capacity planning reports may vary depending on the type and number of applications in your environment, the volume of these applications, the availability of other data sources/resources capacity management best practices and other factors.

Meier has a good summary introducing traditional application capacity planning:

Capacity planning is the process of planning for growth and forecasting peak usage periods in order to meet system and application capacity requirements. It involves extensive performance testing to establish the application's resource utilization and transaction throughput under load. First, you measure the number of visitors the site currently receives and how much demand each user places on the server, and then you calculate the computing resources (CPU, RAM, disk space, and network bandwidth) that are necessary to support current and future usage levels. This How To describes two methodologies for capacity planning: 

· Transaction cost analysis. Transaction cost analysis calculates the cost of the most important user operations of an application in terms of a limiting resource. The resource can be CPU, memory, disk, or network. You can then identify how many simultaneous users can be supported by your hardware configuration or which resource needs to be upgraded to support an increasing number of users and by how much. 

· Predictive analysis. Predictive analysis forecasts the future resource utilization of your application based on past performance. To perform predictive analysis, you must have historical data available for analysis. 

Almeida, and Menascé builds on Meier with an eight-step capacity planning approach for web applications. This is shown below along with the CEM lifecycle equivalents:

	Step
	Comments
	CEM Application Lifecycle Equivalents

	1. Understand the service architecture
	System requirements                 Business requirements              Connectivity setup                        Server setup                                “ilities”                                       - Authentication requirements
	Review business requirements and solution architecture for CEM

	2, Characterize the workload
	Understand e-business workload                                      Understand e-business functions


 
	Complete enterprise deployment questionnaire

Determine business processes, business transactions, and transactions to monitor



	3. Obtain model parameters
	User behavior  (what do they select for a particular business process)                                       Traffic for a business process


	CEM performance baseline                              CEM performance trending                        CEM server level management analysis            CEM correlation performance analysis

	4. Forecast workload evolution
	- Workload for specific time period (past or future)
	CEM performance forecast

	5. Develop performance models.
	- Use quantitative techniques to develop performance models
	CEM performance forecast combined with statistical software.

	6. Calibrate and validate models
	Validate model against actual results
	CEM performance validation

	7. Predict service performance
	How will an application react under different loads?
	CEM performance analysis in QA environment

CEM performance forecast

	8. Analyze cost-performance tradedoffs.
	- Analyze architectures to find most cost effective one.
	NA


CEM capacity planning attempts to answer the following three major questions:

· How successful over time is the application in processing transactions without defects?

· What are the trends over time for a particular application metric?

· Can we predict and validate performance metrics over time and with various loads?

An exhaustive analysis can be combined with output from other CA products to give a complete picture of application performance similar to described in the Meier quote earlier.

	Product
	eHealth
	Spectrum
	SiteMinder
	Service Metric Analysis

	Function/Type of Data 
	Network Performance Management
	Network Fault Management
	Single Sign-On
	SLA Management

	Type of Reports
	What If Analysis, Network Capacity Planning
	Network Discovery, Root Cause Analysis, Service and SLA , Fault Impact Analysis
	Login and Session information
	Availability, Performance, Downtime, State History, Service Time


The following diagram shows how all of these tie together:
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The following diagram shows the different types of capacity planning reports available for CEM:
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Two different categories of reports are available. (A possible third category is application cost analysis but CEM currently has limited reports in this area.) More information on these categories can be shown in the following 

	Category
	Focus
	Reports

	Application Performance Metrics
	What are the trends over time for a particular application metric?
	Graph (Time, Throughput, Size, Volume, Count)

	Application Success Metrics
	How successful over time is the application in processing transactions without defects?
	Transaction & User Trend (Success Rate)

Business Process & User Groups (Yield/Success Rate)

Graph (Success Rate/Yield)


	Step
	What Takes Place
	Relationship with Other Steps

	Defects and Statistics Gathered
	The TIM monitor transactions, captures transaction defects, migrates data to the TESS, and generate summary statistics.
	This provides the raw data that will be used by all three levels of data analysis.

	Reports Created
	The customer runs or schedules reports and graphs on the TESS.
	These reports will be used for all three levels.

	Level 1: Performance Baseline
	The customer analyzes the data for a specified period of time to determine the baseline for application performance and success metrics.

The focus is

· What are typical application performance and success metrics

for a given time period?  For a given business process/business transaction? For a given user group?

This could be a regular or ad hoc report.
	This is the keystone step that ties all other steps together.

Once having a baseline, you can

· Determine performance and success trends against the baseline. 

· Determine performance and success forecasts against the baseline.

	 Level 2: Performance Trending
	The customer compares the baseline for application performance and success against a recent time period. 

The focus is.

· Is there deviation from the baseline?

· Is the deviation significant?

· What is going on during the peak

time period?

· Is there a pattern when comparing 

two similar or dissimilar time periods?

· What impact does a particular 

      change have on application 

      performance and success?

· How do application performance  

· and success trends correlate to network performance historical SLA data, and other external data sources?

This could be a regular or ad hoc report.
	The output of application performance and success trending can be used as input for application performance and success trending.

	Level 3: Performance Forecasting and Validation
	The customer predicts future levels

based on the application performance and success trend/baseline.

The focus is

· Predicting application performance and success levels when a change in the environment is made

· Predicting the application performance and success levels for a particular user group/business process and business transaction.

Validate results against actual data.

This could be a regular or ad hoc report.
	Comparing the forecast against the actual data at a future date.


What are the CEM Capacity Planning Report Types?

Currently CEM offers two types of capacity planning reports:

· Comparison of Values 

· Time Series.

	Features
	Graphs Available
	Reports Available
	Function

	Application Performance Metrics
	Time, Throughput,  Size, Volume,  and  Count, 
	Transaction Trend (Count, Throughput)
	These graphs are used to compare similar objects such as business processes, business transactions, and user groups.

	Application Success Metrics
	Success Rate. Yield
	Transaction & User Trend (Success Rate)

Business Process & User Groups (Yield/Success Rate)


	These graphs are used to compare transactions over a uniform period of time (such as minutes, days, weeks, months)


Guiding Principles

1) Capacity Planning analysis may involve the comparison of data within and across one or more graphs from the same or different time units. In a future release, CEM may allow a side by side comparison on the screen rather than having the customer printing out the one or more graphs.

2) The different levels of capacity planning analysis can be performed together or separately by the one or more individuals or team of individuals.

3) Good capacity planning is somewhere between an art and a science. Ambrosio lists the tradeoffs dealing with capacity planning: 

Traditionally, capacity planning has been part art, part science and part willpower. At its best, capacity planning can help predict when a given application might outgrow its existing server or let IT staffers see what will happen when another 500 users are added to the network due to the most recent corporate merger. Done correctly, and done proactively, capacity planning can help avoid downtime and keep the business humming. 

Problem is, it's rarely done at all. Capacity planning has a reputation for being time-consuming, costly and difficult, and many IT staffers consider it another source of delay in any given project's rollout. As a result, most shops don't engage in the process except for the most mission-critical applications or highest-profile new projects -- or when performance is coming to a crawl. 

As a result, most shops tend to ballpark future hardware needs -- basing their guesstimates on existing applications' performance and past growth patterns

      4) All forecasts should be validated against actual results to make needed changes to the predictive model.
Level 1:  Performance Baseline

A baseline is a summary metric based on historical data for application performance and success data. A recommended minimum number of days to set a baseline is 14 days.

While currently, CEM has a way to manually or automatically a defect specification baseline, there is not a way to set a baseline for application performance and success metrics.

A suggested approach may be the following:

· Determine the application performance and/or application success metric.

· Determine use of the metric.

· Determine the period of the baseline. Factors on the date range include:

· Using one or more periods of typical application performance and success. (No major  

     outliers)

· Using one or more periods where no major changes in the environment (i.e hardware,    

    software, network, application users) take place.

The following is a suggestion on how frequently to set the CEM baseline.

	Category/Metric
	Initially Set
	Review & Update

	Application Performance
	
	

	Time
	3-4 Weeks
	Every Month

	Throughput
	4-8  Weeks
	Every 2 Months

	Size
	4-8  Weeks
	Every 2 Months

	Volume
	3-4 Weeks
	Every Month

	Count
	3-4 Weeks
	Every Month

	Application Success
	
	

	Success Rate/Yield
	6-8 Weeks
	Every 2 Months


The following are the outcomes of this level:

· An application performance or success baseline is set..

· Trend or baseline analysis is conducted using the CEM baseline.

Level 2: Performance Trending

The following definition is from WIkipedia:

The term "trend analysis" refers to the concept of collecting information and attempting to spot a pattern, or trend, in the information. In some fields of study, the term "trend analysis" has more formally-defined meanings. 

Once a capacity planning baseline is created, then the CEM application performance or success trend analysis can begin.

Capacity planning trending reports are typically used for the following scenario:

	Scenario
	Details

	Performance/Application Success Analysis
	Compare one or more application performance/success metrics during two different time periods. Here are some examples:

· every week for a given month,

· every month for a given year/s

· this week versus last month

· days of the week for a given month or year

· The above examples but for two or more applications

· The above example for the same application but by IP subnet/user group.



	Correlation Trend Analysis
	Compare one or more application performance/success metrics during two different time periods and compare the corresponding network and hardware data from the same time periods.


The following are the outcomes of this level:

· Trends in application(s) metrics are determined.

· Analysis is completed.

· Impact on forecasts and baselines are determined.

Level 3: Performance Forecasting and Validation

This is from the trend analysis definition in WIkipedia:

Although trend analysis is often used to predict future events, it could be used to estimate uncertain events in the past.

To predict past application/performance metrics, the following four steps are typically followed: (See the Meier reference below for more detail.) 

· TIM and TESS collect statistical data. (Based on configuration settings.)

· The customer analyst generates the appropriate capacity planning trend reports and graphs. (Based on application analysis and forecasting goals.)

· The customer analyst studies the application performance and success reports and graphs. (Understand what you are going to predict. The larger the time period, the more reliable are the results.)

· Based on the analyst’s conclusions, predict past or future application performance/success:

· By time period

· By application

· By user group/IP subnet

· By business process/business transaction

· By TIM

· Validate the predictions against actual results.

The following are the outcomes of this level:

· Prediction of past or future application performance or success metrics.

· Changes to trend analysis

· Changes to baseline

· Additional trend analysis or forecasting.

Topic : Time Series

Introduction
This document provides some guidance for using time series reports.

 What is presented here only is a guideline. Your use of time series report may vary depending on the type and number of applications in your environment, defect analysis philosophy, and other factors.

The following definition is from Wikipedia.

Time series is a sequence of data points, measured typically at successive times, spaced at (often uniform) time intervals. Time series analysis comprises methods that attempt to understand such time series, often either to understand the underlying theory of the data points (where did they come from? what generated them?)

There are at least four levels of defect analysis that could be performed.

These are shown below:
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	Step
	What Takes Place
	Relationship with Other Steps

	Defects Gathered
	The TIM monitor transactions, captures transaction defects, migrates data to the TESS, and generate summary statistics.
	This provides the raw data that will be used by all four levels of data analysis.

	Reports Created
	The customer runs or schedules reports on the TESS.
	These reports will be used for all four levels.

	Level 1: Detect Root Cause
	The customer analyzes a few 

incidents to determine the root cause.

The focus is 

· Who is affected by the problem?

· When did the problem happen?

· Which servers were affected by the problem?

· How can the overall problem be classified?

· What do the logs, HTTP session, and Introscope transaction traces indicate the problem to be?
	The focus on several incidents will provide insight 

· on what are the factors that comprise a defect baseline.

· On determining the factors that make up a defect trend or forecast.



	Level 2: Defect Baseline
	The customer analyzes the data for a specified period of time to determine the defect baseline.

The focus is

· What are the typical number of defects for a given time period? For a given business process/business transaction? For a given user group?

This could be a regular or ad hoc report.
	This is the keystone step that ties all other steps together.

Once having a baseline, you can

· Determine defects trends against it. 

· Determine forecast against it.

	 Level 3: Defect Trending
	The customer compares the baseline against a recent time period. 

The focus is.

· Is there deviation from the baseline?

· Is the deviation significant?

· What is going on during the peak

defect period?

· Is there a pattern when comparing 

two similar or dissimilar time periods?

· What impact does a particular 

      change have on defects?

This could be a regular or ad hoc report.
	The output of defect trending can be used as input for defect trending.

	Level 4: Defect Forecasting
	The customer predicts future defect levels

based on the defect trends and baseline.

The focus is

· Predicting defect levels when a change in the environment is made

· Predicting the defect level for a particular user group/business process and business transaction.

This could be a regular or ad hoc report.
	Comparing the forecast against the actual data at a future date.


What are the CEM Report Types?

Currently CEM offers two types of reports:

· Comparison of Values (Non Time Series)

· Time Series.

	Features
	Graphs Available
	Function

	All Other Graphs (Non-Time Series)
	Success Rate, Time, Throughput,  Size, Volume,  Count,  Yield,  Defects
	These graphs are used to compare similar objects such as business processes, business transactions, and user groups.

	Time Series Graphs
	Success Rate, Time, Throughput,  Size, Volume,  Count,  Yield,  Defects
	These graphs are used to compare transactions over a uniform period of time (such as minutes, days, weeks, months)


Guiding Principles

4) Time Series analysis may involve the comparison of data within and across one or more graphs from the same or different time units. In a future release, CEM may allow a side by side comparison on the screen rather than having the customer printing out the one or more graphs.

5) The different levels of defects analysis can be performed together or separately by the one or more individuals or team of individuals.

Level 1: Detect the Root Cause


One can use the combination of CEM and Introscope as a Root Cause analysis tool. (This is a topic in its own right.)

Using the information supplied in the Incident Management, one can discover:

· The users and their corresponding IP addresses associated with the defect.

· The business process and business transaction affected.

· The times of the defect, the web/application server affected.

· The transaction traces (if Introscope integration is enabled.), http session and screen shot showing what the user was doing. (if enabled and configured.)

· A likely probable cause using the Smart Chart feature.

· And more!

Software defects may be due to a variety of factors – programming errors, software configuration, hardware issues, network issues, security settings, etc.

The following are the outcomes of this level:

· The root cause is determined

· The necessary short-term changes to fix the environment are made.

· The necessary long-term changes to fix the environment are made.

· The impact of the incident on defect trends and defect forecasts (if any.)

Level 2:  Defect Baseline

     [Further information on CEM Baselines can be found in the reference at the end of this document.]    

A baseline is a suggested defect specification value calculated by CEM based on

28 days of historical data for behavioral defects. The system always calculates a baseline value for every business transaction based on the monitored traffic. At any time, a number of defect conditions for business transactions can be set manually using data computed from the CEM baseline specifications.  You can change the defect condition value or use instead the baseline suggested value. You can also exclude some defect definitions from being updated from the baseline by locking them with a specific condition.

To perform any analysis on deviations from a baseline (such as trend analysis), CEM administrators and users must first determine the set baseline.  The following is a suggestion 

on how frequently to set the CEM baseline.

	Frequency
	Ideal For

	2 Days
	Proof of concept, Quick Start, testing

	2-6 Weeks
	Typical production

	Periodically
	After periodic review of application reports by CEM users.

	As Needed
	Due to changes in the environment.


The following are the outcomes of this level:

· A CEM baseline is set or reset.

· Trend or baseline analysis is conducted using the CEM baseline.

Level 3: Defect Trending

The following definition is from WIkipedia:

The term "trend analysis" refers to the concept of collecting information and attempting to spot a pattern, or trend, in the information. In some fields of study, the term "trend analysis" has more formally-defined meanings. 

Once a CEM baseline is created, then the trend analysis can begin.

Defect trending reports are typically used for the following scenarios:

	Scenario
	Details

	Event Impact on Defects
	Determine what impact  an event (such as a marketing campaign, outage, software/hardware/network change) has on the number and type of defects.

	Proactive Analysis
	Compare defects during two different time periods. Here are some examples:

· every week for a given month,

· every month for a given year/s

· this week versus last month

· days of the week for a given month or year

· The above examples but for two or more applications

· The above example for the same application but by IP subnet/user group.




The following are the outcomes of this level:

· Trends in application(s) defects are determined.

· Analysis is completed.

· Impact on forecasts and baselines are determined.

Level 4: Defect Forecasting

This is from the trend analysis definition in WIkipedia:

Although trend analysis is often used to predict future events, it could be used to estimate uncertain events in the past.

To predict past or future defect counts, the following four steps are typically followed: (See the Meier reference below for more detail.) 

· TIM and TESS collect statistical data. (Based on configuration settings.)

· The customer analyst generates the appropriate defect reports and graphs. (Based on 

analysis and forecasting goals.)

· The customer analyst studies the defect reports and graphs. (Understand what you 

are going to predict. The larger the time period, the more reliable are the results.)

· Based on the analyst’s conclusions, predict past or future defect levels:

· By time period

· By application

· By user group/IP subnet

· By business process/business transaction

· By TIM

The following are the outcomes of this level:

· Prediction of past or future defect counts

· Changes to trend analysis

· Changes to baseline

· Additional trend analysis or forecasting.

How to Access Time Series Reports

The  time series reports can be accessed two different ways.

Defects Reports

1. Select CEM>Analysis Reports>Defects

2. Select Time Series under the Report Type pull down
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3. The Time-Series Report should appear.
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All other Analysis Graphs – Month, Year

1. Select CEM>Analysis Reports and a graph besides defect.

2. At this point, the only report type is comparison

3. Select a time frame of month or year. Also select the appropriate business process, business transaction and user group/
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4. The graph appears. Keeping clicking on the graph content until you get to point the business transaction level. At that level you will see a time series graph.
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Topic : Baselines

Introduction

This section provides additional guidance on the use of CEM baselines and defect condition values. What is presented here only is a guideline,. Your use of baselines may vary depending on the type and number of applications in your environment, monitoring philosophy, and other factors.

What is a Baseline?

The baseline is a suggested defect specification value calculated by CEM based on

28 days of historical data for behavioral defects. 
 The system always calculates a baseline value for every business transaction based on the monitored traffic. At any time, a number of defect conditions for business transactions can be set automatically from the baseline. 
 You can change the defect condition value or use instead the baseline suggested value.
 You can also exclude some defect definitions from being updated from the baseline by locking them with a specific condition.

For example, the slow time defect specification has a default value of 5 seconds. If you gather actual transaction data, then set the baseline for the slow time defect, it will change from the default of 5 seconds, to the suggested defect specification value (say 7.2 seconds).


Baselines and Defect Condition Values are important because:

1) Baselines provide you with a means to compare current defects against historical data for performance analysis and to determine overall application health/success.

2) Baselines are not static; they are always changing based on the most recent transaction performance.
3) The defect condition value is highly configurable to use CEM’s suggested value or one based on company or personal insight. So, the most meaningful defect condition value will always be used.
4) The Baseline measures the REAL performance of the application rather than an artificial SLA metric. CEM will calculate baselines for the following defect specifications:
	Slow Time
	Fast Time
	High Throughput
	Slow Throughput
	Large Size
	Small Size


Using a Baseline as a Defect Condition Value

To set a baseline, follow these steps:

1) Log into the CEM Administration >Specifications. Search for a specific business process/transaction with one of the six defect names previously listed. (Such as Slow Time). 
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2) Once you have done this, the specific defect definitions appear with the current baseline. In this case they are both unlocked, so we can change the baseline.

3) Check the appropriate business processes/business values and click the “set the condition value to baseline” button.

[image: image14.png]=18 x|

Fle Edt Vew Favales Tooks Hebp Tl
= = Mininiz

Qoxk - ) - %] 2] | Dseen Yoramies &0 LS| JEBG) A EESR

ckress [ 2] ho:/7152.168.128.128/wip/cemess/opp/adnin/defeciDefSeaich R 7pType=1 T an etDef~G00000U000000000281T anD froup=G00000000000000000 B

Google |50 @ & B+ | % check + 3 Transite +  Autolink + | AuoFil (©) Settings+

. N 3 Help  Abowt MyAccount =]
€A wily Wily Customer Experience Manager™

System | security | setup | administration | 7ools | cen
o

Specifications Monitors are synchronized @

Overview | Applications | Business Processes | Specifications | User Groups | Correlational SLAs | Recording Sessions |

Specificatio

&) select a specific business process, business transaction, defect type, or type the name of a defect and dlick Search. fore|

Businsse [Wearer Patert 5] Business  [Cogmrompt 5] Defect [SiowTims ] Defect [ [ssan

Process Transaction Type: Narne

Search Resulls

') vou can enable or disable monitoring on a selected transaction. You can also set a condition to a specific value, set the baseline, or lock the current value, More.

Enabie | [Disable | Set condition value to: S| or Set condilon valus s baseline Lok
I | Business Process | Business Transaction | Transaction | Defect Name | Monitoring | Condition | Baseline | Locked | Impact Level
I | MedRec Patient Login Prompt Login Prompt Slow Time. Disabled Transaction Time » 1.251s | nia o Mecium (Default)
I~ | MedRec Patient Login Prompt Slow Time. Enabled Transaction Time » 1.251s | nia o Medium (Defaul)
«
€l [T [ ikemet

) star] | (5] inbos-Microso_| 18 NoteTabight_| &) SHOUToast-__ | 5] WOWInABest._ | ) Baslnes doo [ A wily G |21 23.5 02 505 £ E BEE





4) A confirmation message appears, click the OK button.
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5) The condition value is now changed to the baseline:
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    6) Resynch the CEM Monitors. (Setup> Monitors)

Guiding Principles

1) Using baselines should be part of the CEM environment’s “continuous improvement” iterative efforts to tune application monitoring.

2) While CEM can make recommendations on defect condition values, it is up to the CEM Users (such as the administrator, performance analyst, and application owner) to ultimately decide what these values should be.

How the Baseline is Calculated

To rely and use baselines, one must first how to understand how they are calculated. Note that the algorithm below cannot be changed.

The first thing calculated is the upper baseline algorithm:

· Get all of the hourly maximum datapoints divided by 28 days. (If no datapoints then return -1.)

· Determine the Outlier Count (Number of data points multiplied by 5/100). The 5% is the upper layer of outliars to be discarded

· Then discard the upper layers of outliars (top 5%).

· Determine the largest data point left.

· Return the remaining data points in the 75%-95% range. These are the data points are farthest from the medium.  (Largest data point left + [largest data point left * 20/100])

Then calculate is the lower baseline algorithm:

· Get all of the hourly minimum datapoints divided by 28 days. (If no datapoints then return -1.)

· Determine the Outlier Count (Number of data points multiplied by 5/100). The 5% is the lower layer of outliars to be discarded

· Then discard the bottom layers of outliars (lowest 5%).

· Determine the smallest data point left.

· Return the remaining data points in the 5%-25% range. These are the data points are farthest from the medium.  (Smallest data point left + [smallest data point left * 20/100]).

Graphically, this can be represented as follows:
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When to Set the Initial Defect Condition Value

Here are some guidelines on when to set defect condition values:

	Frequency
	Ideal For

	2 Hours
	Proof of concepts, testing

	2-6 Weeks
	Typical production

	Periodically
	After periodic review of application reports by CEM users.

	As Needed
	Due to changes in the environment.


When to Revise the Defect Condition Value

It is more of an art than a science when to change the defect condition value. Some factors that may play into this:

1) The desire to lower defect condition values to capture information about more possible bad transactions. An example of this is for a new application release in a test or QA environment.

2) The desire to raise defect condition values to capture less “false positives” and more actual bad transactions.

3) Other changes in the environment (such as new SLA, operating systems, networks, 

       database).

Topic: CEM SQL Queries 

Introduction

This section provides useful SQL scripts to perform various “one-of” operations. It is the goal of this author that this be a living document with frequent updates.

Useful SQL Scripts

Resetting CEM Passwords

update ts_operators set ts_password='91c98dad1f8a1b601e682c06c4362983' where ts_id=1;

UPDATE 1( Returned by psql

Disabling CEM Monitors

update ts_monitors set ts_enabled=false;
Read Only Access to tables

To provide read-only access to database tables, create a new user and give that user "select" access to the appropriate table(s):

CREATE USER guest;

ALTER USER guest PASSWORD 'guest';

GRANT SELECT ON TABLE ts_domains TO guest;

You can grant access to multiple tables at once:

GRANT SELECT ON TABLE ts_monitors, ts_apps TO guest;

Getting Web Server IP Addresses from the CEM Database
select format_ip_address(ts_server_ip_address) from ts_defects
This is the typical output from pgadmin

"192.168.128.128"

"192.168.128.128"

…
Getting Defect Information
select d.ts_id as "Defect ID", r.ts_login_name as "Login Name", f.ts_name as "Defect Type", f.ts_value as "Defect Condition (ms)", d.ts_transaction_time as "Defect Value (ms)", d.ts_occur_date as "Occurance", 

       d.ts_transaction_size as "Tran. size Byte", d.ts_data_center_time as "Time To First Response (ms)", d.ts_transaction_size / d.ts_data_center_time as "Throughtput kB/s",

       s.ts_name as "BT", u.ts_name as "T", c.ts_name as "C", 

       k.ts_source as "Source", k.ts_name as "Key name",v.ts_value as "Value"

 from ts_defects d left outer join ts_transets s on (d.ts_transet_id = s.ts_id)

                   left outer join ts_tranunits u on (d.ts_tranunit_id = u.ts_id)

                   left outer join ts_trancomps c on (d.ts_trancomp_id = c.ts_id),

                   ts_users r, ts_defect_defs f,

                   ts_defect_meta_values v, ts_defect_meta_keys k

 where 

       r.ts_id = d.ts_user_id and 

       f.ts_id = d.ts_defect_def_id and

       d.ts_id = v.ts_defect_id and 

                v.ts_metakey_id = k.ts_id and 

                d.ts_soft_delete = false

order by v.ts_defect_id, k.ts_source, k.ts_name desc;
Guiding Principles

1. Use SQL scripts when absolutely necessary since a CPU intensive query could have impact on CEM database performance.

2. You can execute SQL scripts using the pgadmin GUI or running psql directly. Both of these are discussed in detail in the CEM Custom Reports tech note.

Topic: CEM Custom Reports
Introduction

CEM contains a wealth of “out of the box reports.” These are discussed at length in the section.” Topic: CEM Reports By Audience.” However, there are times when it makes sense to create a custom report instead. This section gives an overview of custom reports. After reading this, one will know what custom reports options there are, the ways to obtain the needed software, and how to start using them.

Guiding Principles

1) Custom Reports are not needed by many customers. However, some customers need to have customized reports for a variety of reasons.

2) Custom Reports can be created by customers (provided they have programming resources) or by Professional Services.

3) There are a variety of ways to create custom reports depending on customer resources and requirements.

4) CEM uses a Postgres database so all of these tools provide some type of database query or extraction.

When to Use Custom Reports

3) When reports involve aggregations and calculations that cannot be performed in an “out of the box” report.

4) When the customer standard is using third-party software for reports and graphs.

5) When the customer wants their users to access reports from a web interface without using CEM.

6) When the reports require fields that are in the CEM database but are not in the canned report(s).

Custom Reports Overview

   The following is a summary of the various custom supporting tools available for CEM customers and Professional Services.

Note that supported and unsupported tools are listed here for completeness.

	Tool
	How to Obtain
	Advantages
	Disadvantages

	CEM Export Tool
	Wily Community
	- Free

- Ideal for limited queries and extracting common statistics.

- Relatively easy to use.

-Source included.
	- No GUI Interfaces.

- Works only with CEM 4.

	CEM Web Services API 
	Wily Community
	- Free

- Ideal for customized and complex queries


	- Programming knowledge needed

-Cannot access all database fields.

	OpenCEM
	May be used as part of a PS Engagement.
	- Provides the widest range of database access.

- Can be combined for use with pgAdmin.

- Works with CEM 3 and 4.
	- Programming knowledge needed.

- Limited documentation.

- Unsupported by CEM Support..

	Jasper Reports 
	Jasper Reports
May be used as part of a PS Engagement.
	- Ideal for building reporting systems with web front-end.
	-- Programming knowledge needed.



	psql
	Part of postgres product
	- Free

- Ideal for CEM database queries.
	- Command line interface which is prone to typing errors during long queries.

- Unsupported by CEM Support..

	pgadmin
	pgadmin
	- Free

- Graphical interface
	- GUI interface which is prone to typing errors during long queries.

- Unsupported by CEM Support..


CEM Export Tool

Overview

This database extract tool uses the CEM Web Services interface to export business process and statistics information. It requires access to CEM 4 and a Sun Java SDK of 1.5 or higher.  To install, unzip to any desired directory. The export format is CSV (comma-separated values) which is supported by many spreadsheets and reporting programs. 

How to Use

You invoke the export tool from the command line using the following syntax


java –jar CEMExportTool.jar –host tesshost_IP_Address –username TESS-username –password TESS-password –port webservices_port –command export_number –output filename   –interval time_interval_value –start start_time  -end end_time –bpname business_process_name    -btname business_transaction_name –usergroup user_group_name  -dtype defect_type_value    –pthroughput percentile –psize percentile –ptime percentile

Note that some of the command export options will work for only certain queries.

See the Readme.txt which is included with the export tool for more details

Below is an example of a sample command and session. It is to get the defects for the MedRec Patient process on a weekly basis for a certain timeframe.

Invoking CEM Export Utility

C:\API>java -jar CEMExportTool.jar -username cemadmin -password quality -port 8080 -output d.csv -host 192.168.128.128 -command 10 -bpname "MedRec Patient" -interval 3 -start "5/18/2007 00:00:00" -end "5/18/2007 23:49:00"

Output

CEM webservice login username: cemadmin

CEM webservice longin password: *******

CEM webservice listen port: 8080

Export file : d.csv

CEM Host: 192.168.128.128

business process : MedRec Patient

Aggregation Type: 3

Query star time : 5/18/2007 00:00:00

Query end time : 5/18/2007 23:49:00

- Redirect requested but followRedirects is disabled

CEM data exported successfully

The output looks like this:
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Tips
1. Make sure that the Java executable is part of your PATH variable.

2. You can create a batch file (Windows) or shell script (UNIX) to repeatedly run the same report(s).

3. Since the password account is in cleartext, use a non-administrative CEM account. 
CEM Web Services API 

Overview

The API provides a programmatic Java interface to invoke CEM Web services. To install, unzip

In any directory. For more details, look at Readme.txt or index.html in the docs directory. (Javadoc with API details) Note that this API can be accessed by any programming interface that can initate SOAP over HTTP.

How to use

You would create and compile like any other Java program. A sample of the Java classes and methods available are the following: 

	Class
	Method
	Function

	DBusinessProcessDefinition
	getID
	Returns business process id.

	DBusinessProcessTransactionStats
	getBadTransactionCount
	Returns bad transaction count

	DDefect
	getClientIPAddress
	Returns client IP address

	DIncident
	getNumberofDefects
	Returns number of defects associated with an Incident.

	DStatistics
	getTransactionTimeAverage
	Get Average Transaction Time.


Tips

The source for the CEM Export Tool is included in the samples directory. See the Readme.txt on instruction on how to compile with Ant.

OpenCEM

Overview

OpenCEM adds additional tables and logical views to the Postgres database to ease SQL query 

Creation. Do check the Readme.txt to see if your Postgres database (likely to be on the TESS) meets the pre-install requirements. Once the pre-installation requirements are met, then run 

the install.sh script. This runs various SQL scripts and set permissions.

Note: This is an unsupported tool but is listed for completeness.

How to use

Once installed, you can access the OpenCEM tables through psql pr pgadmin just like any other 

Postgres query.  Below is some of the sample tables and logical views used by OpenCEM.

	Table/View
	Field
	Function

	opencem.stats_tran_set_user_weekly
	ts_total_transactions
	Total transactions week

	opencem.users
	success_rate_sla
	Success rate 

	opencem.incident
	ts_number_of_defects
	Returns number of defects associated with an Incident.

	opencem.defects
	ts_client_ip_address
	Returns client IP address


Jasper Reports

Overview

Jasper Reports is part of a CEM Professional Services Custom Reports offering. It provides a web front end to run custom reports on-demand. This requires an application server (such as Tomcat and JBoss). These reports can be produced in CSV or PDF format.

A diagram of the architecture used is shown below:


[image: image19]
Psql

Overview

 Psql is a command line utility that can be used for entering, editing, and invoking SQL queries of the CEM postgres database. Documentation on it can be found here in the section

“Accessing the database.”

Note: This is an unsupported tool but is listed for completeness.

How to Access

From the TESS Linux command prompt, enter psql. The following is a very simple session:

# psql cemdb postgres  ( Accessing the cemdb with the postgres account
     Password for user postgres:

     Welcome to psql 8.1.2, the PostgreSQL interactive      terminal.

    Type:       \copyright for distribution terms 

                  \help for help with SQL commands

                  \? for help with psql commands

                   \g or terminate with semicolon to execute query

                   \q to quit

mydb=>

mydb=> select current_date;    <-------------   Query



date



------------



2002-08-31



(1 row)

mydb=>\q   .<---------------- Quit
Pgadmin

Overview
Pgadmin is a graphical administrative interface that can be used to perform SQL queries on the CEM Postgres database. 

Note: This is an unsupported tool but is listed for completeness.

How to Use
Configure pgadmin to open up the CEM database each time on startup:

[image: image20]
After connected, you will see a screen that looks like the following:


[image: image21]
Click on the press side to drill down to a specific table or view. Right click an icon to perrform an operation. Common operations include:

	Operation
	Function

	Connect/Disconnect
	Connect/disconnect to database

	Properties
	Set Server properties needed for connection (see above)

	Script
	Create and run various SQL queries

	View Data
	See Data in table in row format.


Tips

1. Many clients have the default pgadmin port blocked. Make sure this isn’t the case.

2. The on-line help and FAQ has a good deal of useful information.
Chapter 6: Integration

    
Topic: SiteMinder Integration
1. Introduction

This document discusses additional information about the CEM-SiteMinder integration that is not covered in the CEM Integration Guide. This includes:

· An overview of the SiteMinder Architecture and how the CEM SiteMinder plug-in fits into this Architecture.

· More information on what a custom agent is and why the CEM plug-in is a custom agent

· A review of the Policy Server  - Web Agent interaction

· Tools and techniques to debug SiteMinder-CEM Integration problems.

· TIM SiteMinder Settings

2. SiteMinder Architecture

The diagram shows how the SiteMinder web agent (in CEM’s case, the TIM) is in the middle of the Single-Sign On process:

1) It intercepts the request to access the protected resource.

2) Works with policy server to see if user should be authenticated and authorized.

3) Speeds up access by caching information about previous user access to the resource.

4) Can act as a “form server” to store and display certain pages (such as change password.)

5) Serve as one of the cookie domains used for single-sign on access.

6) Log the result of user transactions if enabled.

7) Performs other functions (such as acting as a reverse proxy) that are beyond the scope of this document.

The policy server is the director of the SSO process and provides the following

Features:

1) Read and in some cases write information to user directories/databases, and policy data/web agent key store repositories.

2) Provides policy server management, authentication, authorization, accounting, and health monitoring services.

3) Logs the results of all services (if enabled)

The Web server is where the protected resource(s) reside that need to be accessed by users.

The TESS is where the CEM SiteMinder plug-in (web agent) is configured.
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3. Guiding Principles

1. Make sure that your SiteMinder SDK version is the same version as the policy server. (Both of these should be current as possible.) This will reduce unexpected problems.

2. The User Identifer for SiteMinder is UserName and the Session Identifier is SessionID. If the Plug-In is enabled, this will translate to the correct SiteMinder variables (SMUSER, SMSESSION).

3. The Shared Secret\Agent Name\Agent Version (4.x) needs to be written the same on the policy server and in the CEM SiteMinder plug-in screen.

4. One can use an interim session identifier to point to a location query URL.

5. Changing the TIM SiteMinder settings (see below) can positively and negatively impact (such as packet loss) CEM SiteMinder Plug-in (Web Agent) performance.

6. Certain earlier CEM releases had issues in SiteMinder. Please check the CEM release notes to see if you need to upgrade your release.

7. Contact Tech Support if you wish to want SiteMinder to work with CEM in an IPv6 environment.

4. What Is a Custom Agent?

SiteMinder supports a variety of different general web agents. (Application and Federation Agents are beyond the scope of this document.)

	Agent Type
	Comment

	Traditional
	Based on the original SiteMinder Architecture (Older versions of IIS, Apache, and Domino servers)

	Framework
	Uses a different architecture (Later versions of IIS, Apache, and Sun One servers)

	Custom
	Uses an older (SiteMinder 4.x) “shared secret” approach that is initiated using the SiteMinder SDK. Used when there isn’t an explicit Web Agent for an application.


Since a traditional and a framework agent isn’t available for CEM, a custom agent (the SiteMinder plug-in) is used instead.

5. SiteMinder Policy Server- Web Agent Interaction

The following is a high-level summary of the policy server – web agent interaction steps:

1. User makes request to access a protected resource.

2. Web Agent intercepts the request and begins a conversation with the policy server asking three questions

3. Question 1: IS THE RESOURCE PROTECTED? 

a. If the answer is No, then proceed to step 7

b. If the answer is Yes, then proceed to Step 4.

4. User is challenged for credentials.

5. Question 2: IS THE USER AUTHENTICATED BY THE POLICY SERVER?

a. If the answer is Yes, then proceed step to Step 6.

b. If the answer is No, then access is denied

6. Question 3: IS THE USER AUTHORIZED BY THE POLICY SERVER?

a. If the answer is YES, then proceed to Step 7.

b. If the answer is No, then access is denied

       7. The protected resource is displayed in the browser.

  SiteMinder may use a variety of different APIs  to perform the above:

	API
	Function

	Agent
	Perform a custom agent session.

	Authentication
	Perform custom authentication schemes.

	Authorization
	Perform custom authorization schemes

	Directory
	Used to create a custom namespace


For the Agent API, some of the following calls are used: (In order)

	API Call
	Function

	SM_AgentApi_GetConfig
	Initialize agent configuration (If using central host configuration.)

	SM_AgentApi_Init
	Create TCP connections for custom agents.

	SetAgentAPISetDefaultAgentId
	To pass the agent name (if using central host configuration)

	Sm_AgentApi_DoManagement
	Send Agent Information to Policy Server and to periodically perform Ccommand Updates.

	Sm_AgentApi_IsProtected
	Perform “Is Protected” Query (Question 1)

	Sm_AgentApi_Login
	Authenticates User (Question 2)

	Sm_AgentApi_Authorize
	Authorizes Users (Question 3)

	Sm_AgentApi_Audit
	Logs Transactions (Optional)

	Sm_AgentApi_Logout
	Un-authenticates User (Logout)

	Sm_AgentApi_UnInit
	Closes TCP connections for custom agents.


6. TIM SiteMinder Settings

Under the TIM System Setup for Configure TIM Settings, you will find the following 

SiteMinder Settings. These settings usually don’t need to be change.

	TIM Setting
	Default Value
	Function

	SiteMinder/AgentMinLifetimeInSeconds
	60
	If the agent exits sooner than this, Tim does not restart the agent immediately. (See AgentRestartDelayInSeconds), in case there is in a bug in the agent or the SDK

	SiteMinder/AgentRestartDelayInSeconds
	60
	How long Tim waits before restarting the agent if it ran for less than a certain time  (Also see AgeMinLifeTimeInSeconds)

	SiteMinder/RetryInSeconds
	60
	When the Policy Server times out, Tim waits this long before making any additional requests.

	SiteMinder/TimeoutInSeconds
	5
	Specifies how long to wait for the Policy Server to respond. This is the value passed to the SiteMinder SDK

	SiteMinder/TimeoutOffsetInMs
	100
	When doing its own timeout, the Tim subtracts this value from SiteMinder/TimeoutInSeconds so that it can tell a timeout from other errors.

	SiteMinder/Trace
	0
	Enabling (1) /Disabling Tracing (0)  (unless parameter tracing is enabled in the TIM log.)


7. Debugging  SiteMinder-CEM Integration

To resolve SiteMinder-CEM issues, consider the following guidelines:

1. Determine where in the SiteMinder Policy Server- Web Server interaction cycle 

a. Where was the last communication from?

b. What was the last API call/function performed?

c. What was the web agent user-visible behavior?

2. Turn on full debugging on appropriate logs

3. Use SiteMinder Profiler, OneViewMonitor, Smpolicysrv publish/stats, Introscope SiteMinder Manager, SiteMinder Test Tool, and other tools to gain further insight into SiteMinder-CEM integration issues.

4. Use the messages in the TIM SiteMinder Agent log to determine what task the CEM SiteMinder plug-in last performed.

5. Common errors include:

a. Incorrect configuration settings on the policy server side. (4.x box not checked off – resulting in bad handshake errors, custom type incorrect, etc.)

b. Incorrect configuration settings on the CEM Admin GUI side (such as policy server, web agent, etc.)

c. Shared Secret/Agent name do not match on both the policy server and CEM side

d. Not synchronizing CEM monitors

Chapter 7: Troubleshooting

Topic: Unspecified Users

Introduction

A common problem is getting an “unspecified user” in CEM reports. This document reviews the unspecified user problem and some common ways to resolve this issue.

What is the Unspecified User Problem?

The unspecified user message typically looks like shown below:
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While displaying login name or user group in a defect list, an unspecified user(s) appears instead of the actual user name.

Have an unspecified user has the following disadvantages:

1) It hinders resolving an issue because the person who logged in is unknown.

2) Statistics for a particular user may be incomplete or misleading due to unspecified users.

An important note: There are various times when receiving an unspecified user message may be 

the expected result. An example is an e-commerce website has no login process.

Guiding Principles

1) When working on unspecified user issues, start with the possible easier to find causes (such as those associated with authentication type and session identifier) and work towards the more complicated ones (such as network-related.)

2) Unless it is a case as listed above, most transactions will contain a login name and user group. So, unspecified users should be the exception rather than the rule.

3) There should only be one unidentified user per defect.

Typical Causes

 The following are typical causes of unspecified user

	Cause
	Reason Why
	How to Fix
	Easy/Hard to Detect

	Session Identifier Issues
	Invalid or missing session identifier means CEM cannot differentiate user sessions and identify users. This also impacts the binding of the various transaction hierarchy elements.
	-Correct text/case in session identifier.

- Add or use another session identifier.

- If no session cookie is available add a port number (Such as for NTLM Authentication and Service Desk without cookie templates)
	Easy

	Application Type Issues
	Incorrect application type impacts the type of session identifier used. See session identifier for reasons why this is happening
	-Choose correct application type (such as Siebel instead of general) 
	Easy

	Authentication Type Issues
	Authentication type impacts the type of session identifier used. See session identifier for reasons why this is happening
	- Choose correct authentication type (such as NTLM instead of Basic) 
	Easy

	Before Login
	If a defect happens in the login process, before the user is logged in, there will be no user identification
	Turn off defect specifications’ before login or set expectations there will be no users for pre-login defects.
	Easy-Moderate

	Session Timeout Issues
	The user is at a remote location that needs a longer period of time for a session timeout.

Or session timeout is shorter than time needed to login/for a session.
	Increase session timeout. (60 minutes by default).

You can also set the session timeout on the TESS in a file called tess-default.properties. It is under /etc/wily/cem/tess/tomcat/webapps/wily/WEB-INF/classes/ Here are the relevant lines: # when session info is aged out
session.ageoutAfter_Mins=60 

For the remote location issue:

Change it to a high value - say 1800 which is equal to 30 hours.

 Remember to restart the TESS after you make this change.
	Moderate.

	Redirect to External URL
	Users are authenticated are initially seen but an external redirect link is clicked.

Once clicked, you can see the transaction but lose the user to session information
	Increase session timeout.

Use an internal link

This may be in the application/network realm and may not be possible to solve.
	Hard
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