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CA Unified Infrastructure Management Overview
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Most Comprehensive Cloud & Hybrid IT Monitoring

Single pane-of-glass — Out of the box support
with proactive and for over 140 cloud and

actionable insights i P \/i on premise technologies
across cloud & hybrid IT Service Ce‘,rltrlc Views speed time to value

Use Experlence Trackmg

Standardized and ) o ACtlonabIe DaShboardS Alerts ' Open, flexible architecture
Elastic, monitoring V. allows you to customize
configurations saves & rapidly support new
time and cost : technologies
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Optimizing Performance of Hybrid Cloud and
Modern IT Infrastructures

Covers nine key AWS services, custom Monitors the health and performance
amazon metrics and billing data processes of OpenStack enabled cloud
webservices™  \yith consistent tags/workflows openstack deployments

Monitors Azure infrastructure Reports and collects data about the

gl \icrosoft and services s . , health and availability of Nutanix
panning VMs,
.. Azure storage and websites. NUTANIC cluster, host, VM, storage pool,
container, and disk components.

Comprehensive support for enabling Monitors Docker environment and

‘ technologies spanning virtualization the processes or services running on

(vSphere), converged infrastructure

(Vblock) and cloud (vCloud) docker them.

vmwar
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Cloud — Some Concepts
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What is Cloud Computing?

0
L

/ On-Deman\d
Self Service

= Faster Time to
Market

* Less
Overhead

» Better Quality
of Service

Bioad Netw<\>rk

= Universal
Access to IT
Services

/ m \
- Resource
Pooling

* Higher
Resource
Utilization

= Breaks
Barriers

= Drives
Consistency
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~ Rapid

= Scale Up and
Down with
Business
Demand

* Responsive
Services

$
S

- Measured
Service ,

* Pay for Use
= Cost Control

= Better
Forecasting

= Value Driven
IT
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Cloud Computing — Deployment Models
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Public

« Multi-tenant
implementation

Prwate

« Single tenant
implementation

« Owned and operated
by Service Provider

« Owned and operated by
IT organization

» Define your own data Hyb r|d « Bound by multi-tenant
management policies Combination for Private & data management

+ Self-service and one or more public clouds policies
automation capabilities N « Similar self-service and

: . « Allows IT organizations to . s
provide new agility become brokere of services autl::r_natu:m capabilities
as Private Cloud
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Cloud Computing — Service and Deployment Models

Public
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Cloud Computing — Service Models

On Premises

User Interface

Multitenant Application

User Interface

Runtimes

Multitenant Application

Cloud

User Interface

Developer Tools

Runtimes

Multitenant Application

User Interface

Integrations

Developer Tools

Runtimes

Multitenant Application

Security

Integrations

Developer Tools

Runtimes

HA / Load Balancing

Security

Integrations

Developer Tools

Databases

HA / Load Balancing

Security

Integrations

App Containers

Databases

HA / Load Balancing

Security

Server OS

App Containers

Databases

HA / Load Balancing

Virtualization

Server OS

App Containers

Databases

Storage

Virtualization

Server OS

App Containers

Networking

Storage

Virtualization

Server OS

Bare Metal / Server

Networking

Storage

Virtualization

Bare Metal / Server
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Cloud Computing — Benefits and Barriers

* Flexibility * Data security and privacy

* Lowered costs for infrastructure, Real costs — associated with storage
storage, etc. snapshots, DR, etc.

e Business agility » Service proximity/locality

e Legacy architectures and migration issues
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Stages of Cloud Adoption

y

HOST SMALL

ASSESS

12

Research and
Discover
Choose Cloud
provider
Detailed

PROVE

Build POC
Walidate
Integration,
Application
Technical
questions
answared

MODERN APP

Build non-
prod
environments
Get security
testing and
audit
camplete
Build carrect

LEARN &
OPTIMISE

* Keep two

streams
runmning. One
to learn,
optimise the
technigue
and
implement in
production.
Second to
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MIGRATE
APP

WORKLOAD

* Exstablish

Architecture

gate to

qualify every

application
for cloud.

* Embed
culture of

Saabifying the

application

builds in dew

B e

RATIONALISE

Optimise
cloud usage
and an-
premise
application
estate,

G

technologies



Cloud — Market Overview
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Cloud Transformation and Workload Migration

Total Workloads 120%
700
100% +—
600
500 - 80% +—
400 w Traditional IT

i Private Cloud

i Public Cloud

=

B 60% |
300 i Total Workloads
40% +—
200
100 I 20% -

0% -
2006 2011 2016 2021 2030

2006 2011 2016 2021 2030

* Despite the tremendous growth public cloud runs ONLY 15% of all workloads today —so plenty of room to grow?

e 2021 will be the tipping point 2 at which traditional IT market share will be <=50%

1, 2—-VMworld 2016 TechTarget research
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Cloud Market — Overview and Growth Rates

. o Total Public Cloud
Infrastructure-as-a-Service market share in first half of 2015, by vendor Markets (US$ billions)

$180

Amazon

$160
Microsoft

$140
$120
$100

Google
$80

QOracle

$60
540

Rackspace
520
S0

w
0% 5% 10% 15% 20% 25% 30% 35% 40% 8
~

Share of Infrastructure-as-a-Service market

Other

2009
2010
2011
2012
2013
2014
2015
2016
207
2ms
2019
2020

Source Additional Information

Wikibon Worldwide; Wikibon; 2015
© Statista 2015
m By 2020 5aa5 will account for §1332 billion of the %160 billion industry, while 1aas will make up

55 billion, Paas §12 billion, and BPaas 510 billion.

* S$111Baggregate cloud spend today expected to grow to $216Bin 20201

* laaS the fastest-growing segment of the cloud market this year, anticipated to expand 38.4% to $22.4 billionin sales, according to
Gartner.?

* The PaaS market is expected to grow by 21.1%in 2016 to $4.6 billion, exceeding its 16.2% growthin 2015.3

1, 2, 3, - Gartner, “Market Insight: Cloud Shift — The Transition of IT Spending from Traditional Systems to Cloud."
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Increasing Complexity of Infrastructures

19905 and earlier

Coupling

2000s

20108

Pre-SOA (monolithic)

Iraditional SOA

®.0®

Microservices

ecou

Increased adoption of cloud services and technologies result in increased management complexity (one of the

key barriers to cloud adoption)

16
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Increasing Complexity of Infrastructures

Traditional

Converged Huyper - Converged
(Non - Converged)
O amm O amm
o o)-- | Hewan
O amm : O amm '
/ Server \ Server

'

Network Fiber Ch 1 . ; 2
etworl iber Channe i
: . Network and (o0 ]
Switch Switch : Storage Switch f O
/ ' : | -
' ' Storage and Server
(combined)

Storage

Storage

Increased adoption of cloud services and technologies result in increased management complexity (one of the
key barriers to cloud adoption)
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Increasing Complexity of Infrastructures

Devices Telecom Enterprise Software Data Center Systems IT Services

f IT

Enlarorize Eoterprise Spending _—» NotCloud Spendlng —> Enterprise Speg ding —> Not Cloud
vent

csp csp Event \> Cloud Event \ CSP. ~—— Cloud

ey =
Public | Private

Public | Private Public | Private

l
C%erating Systems

Printers Fixed Data Serfers (x86) Hosting
Sekes Virtualization Storage Colocation

Mobile -~ Ni ) Consulting
S~ Implementation

Infrastructure
Software

Application
Software

Influencer Contributor

Increased adoption of cloud services and technologies result in increased management complexity (one of the
key barriers to cloud adoption)
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Increasing Complexity of Infrastructures

Complexity of Managing Infrastructure

The M Infrastructure

2
% Complexity complexity
= Emergence Gap
g of public cloud
o B Ability of software to
Emergence manage infrastructure
of type 1 complexity

hypervisors

Emergence
of cloud
management
O D & & H* H H & @ & 0 X L9 0 ™0
O & O & O & & O & & 7/ X/ /TN
EE T T TS TS TS S S S S
Time

Increased adoption of cloud services and technologies result in increased management complexity (one of the

key barriers to cloud adoption)
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Key Barriers to Cloud Adoption

What are your customers' biggest challenges/concerns
about adopting cloud services? (top 10 challenges shown)

Loss of cortrol 1 ]
integration with exiting acniecture | I I I
Data loss and prvecy risks | I I N

Not sure the promise of a cloud _—
environmen‘% can be realized _
Implementation/transition/ _—
- integration costs too high _
Risk of intellectual property theft _—-
Lack of standards between _—
cloud providers (interoperability) -
Legal and regulatory compliance [ ]
- Transparency of operational _—.
controls and data
- Lack of visibility into future demand, __I
associated costs

Source: KPMG International's 2012 Global Cloud Providers Survey.

—
—
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41%

39%

28%

28%

27%

25%

22%

22%

21%
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ROI Conversations — Impacting Both Top & Bottom Line

What are your customers’ main reasons for using cloud environments?

(n=179)

1
@

Speed to Improved Improved Ease of IT New  Improved
adoption alignment/ alignment/ procurement/ market alignment/
interaction with interaction software entry  interaction
customers with suppliers/ licensing with

business partners l employees

%% 2% (9% 18% 15% @ % o o

o

Enable
Need to more
Shift to Revenue address a optimal use
Business shared generation changing of social
Cost process services through faster regulatory media,
reduction transformation model time to market landscape mobility etc.

Source: KPMG International's 2012 Global Cloud Froviders Survey.

Cloud services ROl conversations are changing from impacting the bottom line to impacting the
top line where the multipliers and stakes are higher.
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ROI Conversations — Impacting Both Top & Bottom Line

Year 1 Year 5 Year 10
Balance Sheet, Assets:
THE COST OF IT DOWNTIME
— — Feal Estate (Gross Assets) 1,000,000 1,000,000 1,000,000
vt o oo i e o e fo et (-) Minus Aceumulated Depreciation 0 250,000 500,000
Met Real Estate (MNet Assets) 1,000,000 750,000 500,000
$ 2 6 5 \\ Income Statement
[ ]
BILLION I_I_I_l Revenues 200,000 200000 200000
) y If an e-commerce site is making
Companleslasemorgthan $26.5 billion inrevenue each CpENSes 3100 OOO d 1 d
year due to IT downtime. CA Technologies
Operating Expenses 100,000 100,000 100,000 wOR PEnaay, @ & Sacone pags
@ $500,000 to Interest Expense 40,000 40,000 40,000 delay could potentially cost you $2.5
JACA 1 MILLION Annual Depreciation 50,000 50,000 50,000 million in lost sales every year.
@. ,@ LOST PER HOUR Total Expenses 190,000 190,000 190,000
DURING CRITICAL APPLICATION FAILURES
Critical application failure costs between $500,000 and Met Income (REVBI‘IUB - EXFJEHSES:I 1D|DDD .IDJ:|DE| 1D|DDD
$1 million per hour for Fortune 1000 companies. IDC
_— Fundz Fram Operations (FFCO 60,000 60,000 60,000

(FFO = Met Income + Deprecistion + etc)

Cost of ITdowntime is increasing — between $250k - S500k per hour of downtime 1

Cloud services ROl conversations are changing from impacting IT infra costs to impacting end user experiences and
therefore impact both top line and bottom line.

22 Copyright © 2017 CA. All rights reserved. ca
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Cloud Market Trends - 2017

23

Hybrid Cloud Is the Preferred Enterprise Strategy, but Private Cloud Adoption Fell
Cloud Users Are Running Applications in Multiple Clouds (avg 1.8)

Companies Run a Majority of Workloads in Cloud (40%)

Enterprise Central IT Teams Take a Stronger Cloud Role

Cloud Challenges Decline Overall: Expertise, Security, and Spend Tie for #1 (governance ant

Significant Wasted Cloud Spend Drives Users to Focus on Costs (> 15%)
Docker Shoots Into the Lead for DevOps Tools

Azure Increases Market Penetration, Reducing the AWS Lead

Public Cloud Users Still Have a Larger Footprint in AWS

Private Cloud Adoption Flattens

Copyright © 2017 CA. All rights reserved. Ca
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Comparing the Cloud Leaders

Geographical Reach

Azure

34 regions (4 more
announced)

AWS

16 regions
42 availability zones per region
1-6 datacenters per zone
50k servers each
Approx 79.2M Servers

GCP

8 regions, 23 zones

laaS

Pricing Leader

Minute Level Increments

PaaS

Most comprehensive (Lambda, Poly)

Big Data, Al, Machine learning
(TensorFlow)

Enterprise capabilities

Most enterprise friendly
ELA MSDN credits

Hybrid

Stated strategy

Customers

BMW, 3M, GE Health

Netflix, CapOne

Apple, SnapChat

24
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Key Cloud Use Cases

25
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Hybrid Cloud — Jobs to be Done

JTBD

Monitor performance of instances and
services

Troubleshoot issues across tiers to
lower MTTR

Choose optimal infrastructure size
based on workload demand

Identify underused, unused cloud
resources

Generate cloud billing report monthly,
yearly

Persona

IT Ops

IT Ops

IT Ops

IT Ops

LOB owner, IT Ops

26 Copyright © 2017 CA. All rights reserved.
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Performance Monitoring

Dependency Mapping
Cloud Usage
Cloud Usage

Cloud Usage
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Prospecting Questions

27

What cloud technologies are you currently using?
Is there a broader cloud adoption planned within your organization?

Are you able to monitor the performance and SLA of your public/private
cloud?

How do you ensure smooth migrations to the cloud?

How many monitoring tools do you use? Are you satisfied with their cloud
support?

Can you get an end to end view of your cloud and traditional
infrastructure?

Do you have visibility into utilization and cost of your cloud infrastructure?

Copyright © 2017 CA. All rights reserved. ca
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Why CA Unified Infrastructure Management ?

28

MOST comprehensive coverage for cloud & hybrid IT

Open flexible architecture and APIs — deploy, extend and automate
monitoring to efficiently meet the needs of today’s highly dynamic and
cloud environments

Standardized, rapid configuration — leverage templates across your cloud
or on premise infrastructures boost staff productivity and agility

Copyright © 2017 CA. All rights reserved. ca
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Customer Examples Of Platforms (Private & Hybrid Cloud)

Private Cloud
%&% Switched private cloud platforms from VMware based infrastructures to
. OpenStack due to high licensing cost.
Hybrid Cloud

(vCloud). They chose VMware as they saw them as a more valuable partner for

They have built their own cloud as service offering using VMware technologies
s O
2 business. But AWS is being used by a lot of their internal application group.

Hybrid Cloud

/ Manage and integrate customer’s Nutanix infrastructures. Adding Monitoring
f as a Value ad service. Internal customer marketing applications being migrated
SIRIUS to AWS along with a few customer sites.

29 Copyright © 2017 CA. All rights reserved. ca
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Cloud — IT Operations Jobs to Be Done

How do they performin the cloud?

- 11IH = . e C | | fleet?
g || e . R e s

. Count oy cOU Ut PRS-

N — R | Can apps run anywhere?
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Public Cloud

-

Track SLAs and performance of all your
Cloud services such as AWS EC2, RDS, S3 and
more

Get deeper, predictive insights onithe
applications and processes runningon them
to rapidly find performance bottlenecks

IO

Better manage your cloud resources through
intelligent alerts on cost & utilization

31 Copyright © 2017 CA. All rights reserved. ‘
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Private Cloud

/;‘) g
>

Track SLAs and performance of all your
infrastructurein your turnkey or custom

NUTANI ¢ :ICE d: private cloud or converged infrastructures
Get deeper, predictive insights on the

€ puresTorAGE applications and processes runningon them
to rapidly find performance bottlenecks

Integrate with other ITOM tools and
automate monitoring deployment for
seamless operations

32 Copyright © 2017 CA. All rights reserved. m
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Hybrid Cloud

& _ N
Proactively and holistically track end to end
W, 7 user experience across cloud and on premise
infrastructures
SINGLE-TENANT CLOUD MULT-TENANT CLOUD
(PRIVATE CLOUD) (PUBLIC/VIRTUAL PRIVATE CLOUD) ] : N A . .
Single view, eliminates “swivel” chair

h ‘ A integrations to boostissues resolutionand
staff productivity

Single console to rapidly manage all your
monitoring configurations boosts cloud
adoption and application deployments

ON PREMISE CLOUD (PRIVATE CLOUD)

33 Copyright © 2017 CA. All rights reserved. .
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AWS Cloudwatch

Applications

=  Hypervisor perspective
— EC2
— Hardware (CPU/disk/networking)

=  Doesn’t know about
— Guest OS
— Memory/file system
— Processes (
— Application
= Responsetimes
= latency
= Errorrates

* |nternalinsights ** Changing with Xray (lite

tracing) _ _
34 Copyright © 2017 CA. All rights reserved.
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Workload Migration

Get insights on infrastructure utilization
throughout the migration process; both pre
(on premise) and post (cloud)

Cloud Migration Service SLA Scores “ e | : -
onFremise Producton cius Holistically monitor newly migrated

workloads to ensure a smoothtransition

Ensure Cloud SLAs are consistent (or bettes)
than on premise

Proactively run “tests” to confirm success

35 Copyright © 2017 CA. All rights reserved. m
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Cloud Utilization

-

Analyze historical data to better plan for
capacity and budgetary needs

Correlate various cloud and on premise
metrics for root cause identification

Get predictive alerts on performanceand
budget threshold based upon utilization data

36 Copyright © 2017 CA. All rights reserved. ‘
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Amazon Web Services

37
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Amazon Web Services (AWS) e —

Market Share Leader For Public Cloud . .

....................

l

"+ Leads publiccloudmarketin share e L

and revenue i —

— Now reached $14 billion+ run rate for
Amazon

— Offers numerous laaS, PaaS and SaaS
services

— Global presence offered through a growing
number of regional data

= CA Unified Infrastructure Management AWS Probe 5.25
— Automated discovery of AWS EC2 instances and 12 other AWS services

— New OOTB dashboards using CA Business Intelligence based on Jaspersoft

38 Copyright © 2017 CA. All rights reserved.
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AWS Services Supported by CA UIM Today

Description
AWSService  |Description [N

AWS Service Health
CloudWatch

EC2 — Elastic Compute Cloud
EBS — Elastic Block Storage
ELB — Elastic Load Balancing
Auto Scaling

S3 — Simple Storage Service

RDS — Relational Database Service

Elasticache

SQS - Simple Queue Service

SNS — Simple Notification Service
ECS — EC2 Container Service
Route 53 — DNS

DynamoDB

Lambda

39

Status of AWS servicesacross all regions

AWS monitoring service provides metrics and estimated
charges

laaS — Compute Instances
laaS — Block storage volumes
laaS — Load balancing service

laaS — Group of EC2 instances that can scale up or down

laaS — Object Storage

PaaS — Relational database as a service

PaaS — Caching service
PaaS — Message queueingservice

PaaS — Push notification service

laaS — Container management service
laaS — Domain name services

PaaS — NoSQL database as a service
FaaS — Serverless compute service

Copyright © 2017 CA. All rights reserved.
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a

B AwsS Service Health
[ Asia Pacific (Seoul) Region
[ Asia Pacific (Singapore) Region
@ Asia Pacific (Sydney) Region
@ Asia Pacific (Tokyo) Region
[® Common
& EU (Ireland) Region
@ EU(Frankfurt) Region
[ South America (Sao Paulo) Reg...
@ US East (Northern Virginia) Re...
@ US Standard Region
@ US West (Northern California)...
[ US West (Oregon) Region

= Default

s E Default

Auto Scaling

Custom Metric

Detached Configuration

EC2

ElastiCache

ELB

RDS

S3

B SNS

& sqs

TvvnEwwn
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Amazon Web Services
Probe Configuration

40

Configuration options

Probe discovery and collection intervals (this
can affect costs)

Account credentials (don’t confuse your access
key and secret key

= To collect billing data separate credentials may be
required

EC2 label property = determines whether
instance ID, primary IP, or name tag are used in
probe oriented configuration

Proxy info; parameters for configuring a proxy

Copyright © 2017 CA. All rights reserved.
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Amazon Web Services in Unified Service Manager (USM)

= USM details tab
— Contains additional EC2 instance
information in the left pane

— Graphs from AWS CloudWatch are
displayed

= USM tree view e
— EC2 instances and AWS Service Health ) |

show as computer systems

— The AWS Profile/Resource shows as a
computer system

= Non-IP services metrics found here

41 Copyright © 2017 CA. All rights reserved. Ca
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AWS Probe Dynamic Groups
Grouping by Tags or Properties

42

. . Ko = e
Dynamic Grouping by Tags or e —
Properties _
— Groups automatically created for o =
Amazon’ then by OS | e | e L mhidn | coon | oocrwn | et O3t | st | e o8t _orun_| ot

— For tags, in the group editor, amazon
tags are found in the filters section
underneath advanced; look for
UserProp<tag>

= =

— Groups can also be created using other
attributes such as region
or type

Copyright © 2017 CA. All rights reserved. Ca
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AWS CA Business Intelligence Dashboards — Summary

=  AWS probe
includes out-of- & e . :
the-box CA B '
dashboard
summarizing L
health and KPIs for I S o

g

Aggregate CPU Uiiization

00 B bbb g

AWS services

........

43 Copyright © 2017 CA. All rights reserved.
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AWS CABI Dashboards — Service Drilldown

44

AWS service
dashboards
display key
usage and
performance
metrics for
each service

A Amazon Elastic Compute Cloud (EC2)

Amazon Web Services (AWS) Probe

Alarms
75
H
g
5
3
5}
25
o
Critical Major
Severity
iew Open Alams
Metrics BO

Total Bytes Received
A Bytes

A Total Bytes Sen
Byles

© Bytes

30000k b

£2-52-40-14-210.us-West-2 compute amazonaws
com

€c2-13-112-11-146.ap-northeast-1 compute
amazonaws.com

€c2-13-113-119-4 ap-northeast-1 compute

com

4-137-20.ap-south-1.compute
amazonaws com

€2-35-165-162-2.US-West-2 compute amazonaws
com

€02-52-27-119-63.us-

est-2.compule amazonaws. . .
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B O . | Top 10 Devices by Alarm
Device Primary Role
c2-52-32-211-190. 2 VirtualMachine
compute.amazonaws.com
£02-52-30-171-114.Us-West-2 VirtuaIMachine
compute.amazonaw
£02-52-40-14-210.uswest-2 VirtuaMachine
compute.amazonaw
€c2.52-39-158.68 uswest-2 VitualMachine
Minor compute.amazonaws.com
c2-13-112-11-146.ap-northeast-1. VitualMachine
compute.amazonaws.com
62131131194 apnortheast-1.  VitualMachine
compute.amazonaws.com
M o osgma 1790 a0 o 4 Afimuaniachine
Devices B © | Components
CPU Usage CPU Usage
£02-52-32-211-190.US-West-2 cOMpUle. amazonaws cPU
com A

BO.S

Total Alarms

2

7

Open Alarms

AWS Service

A cruusage -

1420% 7927 % 0.00%

A\ Total Bytes Received

14872675577 292427121260 56,006
B B

Metric Detail
A T e e s

76

1620 1430 1440 1450

Ta31% T57% Tos%
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AWS CABI Dashboards — Spraw|

Amazon Web Services (AWS)

AWS service

dashboards _ o
helps identify —
cloud “sprawl” -

|

to better
optimize )| =
utilization and L

control costs .
-

Copyright © 2017 CA. All rights reserved.
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Microsoft Azure

46
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Microsoft Azure

=  Secondin market share to AWS but growing faster
— Still seeing triple digit growth

— Strong in both laaS and Paa$, used as platform for Microsoft SaaS offerings
such as Office 365 and Dynamics 365

— Global presence offered through a growing number of regional datacenters

= CA Unified Infrastructure Management Azure Probe 3.00
— Support Azure Resource Manager (ARM) model

— OOTB dashboards using CA Business Intelligence based on Jaspersoft

47 Copyright © 2017 CA. All rights reserved.
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New Azure Probe 3.02

= Support for Azure Resource Manager (ARM) model
— New API based on Resource Groups

= Azure VMs and Azure Storage
— Substantially more metrics and properties available from new API

— Support for Azure Managed Disks with VMs

=  Support for Web Apps App Service (formerly Websites) with expanded
metrics

=  Support for Azure SQL database service

48 Copyright © 2017 CA. All rights reserved.
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Azure Probe Authentication

=  Azure probesupports data
from ARM model and
Classic model with single
authentication

[€a htip://10.238.48.169:8080/adminconsole/jsp/ProbeConfig sp7probe=

pae-w2012c O ~ & |[(€A Admin Console

€@ zzure v2.90: Configuration [...

\

l

File Edit View Favorites Tools Help
% () ShareBrowser WebEx v |

Search... (%)

Show search settings

L Q azure
> B Azure Data Services Health
4 = CA-CPO-10011564-UIMDev—K...
“E CA-CPO-10011564-UIMDe...
Tk e4fc019b-55ab-42ff-904c-4fe...

==
Profile Setup @
Active

Account Name *
Subscription ID *
Interval (secs) *

Alarm Message

AD Tenant ID
Client ID *
Client Secret *

Azure Target Environment

Probe Configuration - /vpga-w2012r2-16-dom/vpga-w2012r2-16-hub/vpqa-w2012r2-16/azure v2.90

CA-CP0-10011564-UIMDev-KlausMuehlbradt

v

CA-CPO-10011564-UIMDev-KiausMuehlbradt ]

d7659919-4{77-4710-01d0-d2f512ea284

601 o

© ResourceCritical -

1194d16-3320-4933-b48b-5c4d26213689 2]

611f9c9c-208b-419c-2746-ac67b69e413d 2]
2]

Global ML)

Template Editor ?

Actions ~

Copyright © 2017 CA. All rights reserved.

technologies



Azure Probe Configuration

= Significantly more metrics
available through ARM API
across monitored services
— Azure VMs

— Azure Storage
— Azure SQL
— Azure Web Apps

= Probe collects tags and
properties for grouping and
reporting

50

P -C H € Admin Console
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QOS_AZURE_VM_CPU_INTERRUPT_TIME

Percent of processor time used by interrupt

W cru
Monitors
Y [Filter
Monitor - Data Alarms QoS Name Metric Type Descrip
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Azure Summary Dashboard
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Azure Storage Service Dashboard
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Docker
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Docker Overview

54

Containers, not VMs
Intended to run a single application o
— Repeatable S

Host OS

Server

Docker

— Isolated

De facto delivery vehicle for cloud applications;
second most popular open source project
after OpenStack

Highly scalable, milliseconds to start a container, vs. minutes for a VM

Used by customers to drive DevOps style software development
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Docker Monitoring

= Docker probe monitors the

Docker Engine API

= Host (Engine) Metrics

55

— Container and image counts
— CPU

— Memory

— Disk

— Network

Container Metrics
— Status

— CPU

— Memory

— Disk

— Network

— Processes in container
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The Docker Probe
Prerequisites and Configuration

= Requirements

— Docker version 1.9 or greater, Linux only

= %docker — version to check, %docker ps to make sure Docker is running

= Configuration

— Unix socket file or TCP; when using a Unix socket file, the probe must be
located locally to the Docker engine

56 Copyright © 2017 CA. All rights reserved.
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Docker CA Business Intelligence Dashboard

= Ataglance

. LT Fe e x|

view of key % ——
performance -

|
and usage 12 N
I
.
—_— T . e e, -

indicators for
your Docker
environment
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Nutanix
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Nutanix Overview

59

Market leader in hyper-converged integrated systems (per Gartner MQ)

— Market growing rapidly, 84% YoY revenue growth,
IPO on Sept 30, 2016

— A server appliance, cloud platform in a box

— Supports hypervisors such as ESX, Hyper-V,
or its own Acropolis

System storage or a replacement for SAN

— Each appliance includes SSD and HDD that cluster
together to form the Nutanix distributed filesystem

Our proberetrieves information from the Prism API

Copyright © 2017 CA. All rights reserved.
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Nutanix Probe 1.33
What Do We Monitor?

m  Cluster metrics

= Host metrics . ! ]

o —

= Container (subset of a storage

= \/M metrics

= Storage pool metrics

= Disk metrics
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The Nutanix Probe
Details

[ UIM Server Home Page €@ Admin Console

utan x
[} R 1 t € | [ 10.238.49.137:8080/adminconsole/jsp/ProbeConfig.jsp?probe=/QA-NMS_domain/QA-NMS_hub/QA-NMS/nutanix_monitor 73| @ =
e q u I re l I le n S i Apps [ UIM Server Home Pa [ Rally €@ Home-UMP €A Home - UMP Nutanix €@ Home - UMP Docker
Probe Configuration - /Qa-NMS_domain/Qa-NMS_hub/QA-NMS/nutanix_monitor v1.01 Template Editor ?
ted with Prism 4.6 and 4.7
Tested with Prism 4.6 and 4. s e
Show search settings
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4@ nutanix_monitor
«aEwv T

4 B lodftblcho1.ca.com Monitor  * Data *

. . 5 QoSName -  MetricType =  Description =
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&
Fy
]
13

10s On off QOS_NUTANIX_H. 10pPS of input/.
I Latency on off QOS_NUTANIX_H. Latency
‘Eltgdﬂuma lemiory Usage on Off QOS_NUTANIX_H. Memory Usage
— Hostname, port, username, password s e e e
, , ’ " lodftblo1c on off QUS_NUTANIX_H. Storage tier SSD c.
) lodftblord SSD Usage on off QOS_NUTANIX_H
anacity On Off O0S_NITANTY H

N lodftbloza

— Monitor VMs: When enabled VMs will e SR

ion is managed by Templates.

em a
Template Filter Auto Filter
QoS Name QUS_NUTANIX_HOST_VMS_CPU_USAGE
Description CPU Usage Pct
Metric Type CPU Usage
Units pct
Publish Data v
«[@ StoragePools
oS Publish Alams
& Containers i e
- alue inition * urrent Value
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i Number of Samples * 2 =
S Dk Compute Baseline

Detached Configuration
~ 2 Dynamic Alam
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Nutanix CA Business Intelligence Dashboards

= Nutanix summary

= Average performance

[

= Performance by cluster

= Top 10 VM consumers i\ ”HHI w \ Hﬂ

= Top host performance

= Topstorage pool performance

62 Copyright © 2017 CA. All rights reserved. ca
ogies



OpenStack
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OpenStack Overview

= Private cloud provider, also used
by service providersto provide
cloud services

— Started in 2010 by Rackspace and NASA

— Open source solution, releases every
6 months; current release Newton

Your Applications

=

OpenStack Dashboard

Compute Metworl king

" Opennessthat comes with
complexity

= Often referredto as build your
own cloud

" Primarily used to provide on
premise laaS and reduce costs

OPENSTACK

Storage

OpenStack Shared Services

Standard Hardware
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OpenStack Probe 1.36
What Do We Monitor?

=  Service endpoints— are OpenStack
services running?

= Controller node status
= Compute node metrics —

" |nstance metrics

— CPU, memory, disk and network
= Project metrics

= Quota metrics

=  Volume metrics
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The OpenStack Probe

Details

66

Configuration
— Utilizes standard OpenStack APIs

— Interfaces with Keystone service on
controller node for authentication and
services

= Supports Keystone v2 or Keystone v3
with domains

— Interfaces with several additional
services including Nova, Neutron,
Cinder, and Ceilometer for inventory
and metrics

J [ U Server Home Page  x

C (11023849145

Apps [ UMM Server Home P

Probe Configuration - /a+1e

[3 Rally €A Home-U

Monitors
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What Questions Do You Have?

67
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THANK YOU!
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