Media Count and Bad Sector On Hard Drive

If a drive is found to have a defect, data will be automatically relocated, and the defective location mapped out to prevent future write attempts. In the event of an unrecoverable read error, the error will be reported to the host via the system event log and the location will be flagged as being potentially defective. A subsequent write to that location will initiate a sector test and relocation should that location prove to have a bad sector. Auto Reassign sector does not affect disk subsystem performance because it runs as a background task. Auto reassign sector discontinues when the operating system makes a request. 
In a RAID environment every sector on one disk is a parody of another disk. So if one disk goes bad you will only have one copy instead of two. Thus if you have a bad sector you only have one copy of that sector on another disk. The problem we run into is should we have a sector of data that goes bad and the other sector goes down the data will be lost via that specific sector. The most effective way to fix in a RAID environment to resolving bad sectors is to perform a Consistency check, similar to Windows Consistency check. The consistency check will reduce performance similar to replacing a drive inside of the raid array while running. It is recommended to run the consistency check during non-peak business hours. 

Consistency check
A consistency check is a process that verifies the integrity of redundant data. To verify RAID 3, 5, 6, 30, 50, or 60 redundancies, a consistency check reads all associated data blocks, computes parity, reads parity, and verifies that the computed parity matches the read parity. 
Consistency checks are very important as they detect and correct parity errors or bad disk sectors in the drive. A consistency check forces every block on a volume to be read, and any bad sectors are marked; those sectors are not used again. This is critical because a bad disk block can prevent a disk rebuild from completing. It is strongly recommend that you run periodic consistency checks against your RAID array (This can be scheduled inside of the Areca Array). Note Consistency checks will fix media count errors and recreate the lost sector, and recalculate the data parody. Once repaired performance of the hard drive will go back to normal.



  How to perform a Consistency check
1- Open the Areca HTTP Proxy Server GUI
2- Select the Controller 01 and click Launch Browser
3-  Click Volume Set Function -> Check Volume Set 
4- Check the “Confirm The Operation” checkbox and click Submit. Select Check Volume set
5- Make sure all the boxes are check marked 
6- [bookmark: _GoBack]Click Submit (see diagram below)
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