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application performance management -

the challenge

When there’s a problem, the Business needs to know which customers,
users and applications are being impacted

Customers Business How much is this incident
w w costing the business?
|
4o  Which customers and users were How long has this been
affected? happening?

How many and what transactions

succeeded / failed? _ _
Are premium customers being

v What does “slow” mean? served well?

B =
How many customers are

\
[ i /©_ =l WW active or have stopped using
Network Firewall Portal services?
- Applications
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complex heterogeneous environments

little issues add up

05:00 06:00 07:00 08:00 09:00 10:|00 11:|00 12:|00 13:|00 14:00 15:00 16:00

| | | | | | | | %available
I I I I I I I I I I I I
Web Server IIENEIE | 99%
AppServer [T | 99%
MQServer [ | 99.9%
Database [Tl | 99.9%
Mainframe 99.999%
And who is measuring the real
customer experlence'?
ER 99.9%
End-User App I | ?

B Unavailable or Slow
m Available, Performant
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why worry about application and transaction

performance?

Aberdeen Group Survey: Business Impact of Issues with
Application Performance

Declined employee
satisfaction

Lost revenue opportunities

Decreased responsivene

external custO Aberdeen's research shows that the top pressures driving the adoption of
application performance management solutions are:

Damage to brand reput The need to improve employee productivity (54% of all survey

respondents)

The need to improve responsiveness to external customers (53%)

Decreased effectivenes

Effectively support plans for business growth (42%)

Source: Network World, “Poor Application Performance Translates
to Lost Revenue,” August 2008. Recap story from Aberdeen C
APIRBLEZ R SUr VRS 280 E6THE ies, June 2008.



information to support all stakeholders

LOB Manager VP Operations

B I need visibility into the
customer experience

B What's the number of

orders that are

processed daily?

Development

B [ must ensure SLAs are
acceptable

B Is my team is working
efficiently and are costs
are under control

B I need to be confident
the application will
perform well in

» production
B I need to see exactly what B I need data to ® [ want to see problems
the reproduce problems before customers do
problem is igds':ent'fy the likely ® I want a constant pulse on
® [ want to find problems in u customer success rate
Dev & QA before they hit B I need to know who to

Production contact when alerted
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transaction model

capture end-to-end execution path

Business Business Application Software Called
Services Transactions Front Ends Components Backends

—H-
w X
AuthService
Tradin pebenied
o
w
==hni
| Order | TradeService
w
| Summary | — Bl
w X

ReportService

— Unified and simple Transaction Model serves as the foundation for application
performance management

— Component relationships are updated dynamically as transaction paths change

G
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What is RTTM ?

Real Time Transaction Metrics
« Developed as "btstats” on CEM 4.2

e Direct metrics from TIMs to EM
e Converted “hourly” transactional statistics to 15 seconds”

e Productized as "RTTM” on CEM 4.5.x

 TESS aggregated real time metrics from TIM and sent them to EM

« Added “defect rate”

« Switch/LB time (CEM Agent) vs. Application server times (from
“Customer Experience Node” under each agent)

 Fully integrated as core component on CEM 5.x/APM 9

« Available for Dashboarding
« Switch/LB time (CEM Agent) vs. Application server times (from
Triage Map)

technologies
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Business Dashboards leveraging CEM RTTM Metrics
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Lorem Ipsum Application
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the CA APM solution architecture - how we do it

End User

m -

. Load
j Network  Router  Firewall Switch Balancer Servers Servers
- (A J
Introscope A
Agents
:-’ == 9
e / 0110 00110
TIM APM
Customer Experience Console Inl—rgrc‘ts?qc;ﬁ?or Database
Browser Interface p PostgreSQL
¢ ,
> < P [ b
EM
j Introscope
— Enterprise Managers
Introscope Workstation
Java Client I
Browser Interface

Command Line

I
[

Ticketing Systems Custom Reporting

(D ]
<bhme
m i

Systems Frameworks

Alerting and Performance Gateways

-

Application
Servers

A

Introscope

PowerPack
SAP, 3" Party

00170 00110 01 oy
Databases

Introscope
EPAgent

fh—
Mainframe

—Offa—

\_ Middleware

f‘_ﬁ_

Messaging

o—I—

K Supporting Systems

G
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APM Cluster Architecture - Introscope 8.x, CEM 4.5.x




High Availability APM Cluster Architecture - Introscope 8.x,
CEM 4.5.x

U =W — W ~ U1 M

 Appliance Agents
QA

Network Storage

technologies



APM Cluster Architecture - APM 9.x
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High Availability APM Cluster Architecture - APM 9.x

Network Storage

technologies



Cluster Sizing Guidelines

See the Sizing Calculator for explicit number of TIMs, TESS, Agents, EM, MOM and Storage

Toial # of JVM # of Ageniz
i App Mefrics/ | including EM Siorage / | CPU/J #of MCOM | Siorage! | CPU/Y Heap ! # of Bz #of
Complexiy ingiances Agent EPA Toal Metrics | #of EM [ Failover EM EM | Heap/EM [ MCM | Faiover MCM MOM MCOM | Tolal HTTP Trafic| Txns ([#ofTIMs| TESS
250 Mbps -380
Simple 40-50 B0 < 300K 1 No 4106 |8G-8G NA NA NA MNA MA Mbps <=80 | 2ib3 1
> 400K and < 350 Mbps -700
Medium 85-250 80 - 300 1.5M 2i0b Yes 4 1 Mg 150 G &+ 126G - 146G Mbps <=1 | 35 1
>1.5Mand <3 700 Mbps - 1.5
Complex 250-500 JK-5K | 300 - 600 M G010 ‘Yes 150G 4 4G 1 1 200 G 8+ 186 - 20G Gbps <=180 [ 81012 | 102

Todal # of JVM # of Agents
1 App Metrice / | including EM Storage / | CPU /S #of MCOM | Storage/ | CPU/ Heap / #of Bz #of
Complexity insiances Agent EPA Toial Meirics | #of EM | Fallover EM EM | Hesp/EM | MCM | Failover MCM MOM MOM | TolalHTTP Trafic| Txns |#of TIMs| TESS
250 Mbps -350
Simple 80-70 50 < 450K 1 Mo 4 |6G-8G NA NA NA NA NA Mbps <=80 | 203 1
= 450K and < 350 Mbps -700
Medium 80-350 100 - 400 2.28M 2i0h Yes 4 1 Mo 180 G 3+ 12G- 146G Mbps <=120 | 3ob 1
= 2.28M and < 700 Mbps-158
Complex 350-500 JK-5K [ 400 - 200 4.5M G 10 Yas 150G 4 4G 1 1 200G 3+ 168G - 20G Gbps £=150 | 6w12 | 1m2

___virtualiation Sizing Guidelines (Introscopex) |

Total £ of Metrics | % of Agents
Complexity JVIVApp Agent including | Total Metrics | Zof EM | £ of WOM
instances EPA
Simple 30 - 40 2k -3k 50 <250k 1 1
>250K and <
Medium 40 - 200 2k -3k 50-200 1M 20b 1
Complex 200 - 400 2k -3k 200-450 | >IMand<2M | 6010 2z

is
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System Specifications - Introscope 8.x, CEM 4.5.x

Introscope H/W Requirements
Heap ,
05 Hardware RAM WM s Reservations Storage
ize
AVCPU
Memory: 8 GB
. Dual Core o
Collector| 64-bit . 4GB per |VCPU: 8 See sizing
¥eaon 8 GBE 64 bit
JEM | RHEL4/5 Collector [CPU Freguency: 4GHz calculator
Opteron @ 4 .
Disk R/ W: 350/ seconds
GHz
05 Hardware RAM WM Heap Reservations Storage
4WCPU [
Memory: 14 GB
i Dual Core o
64-bit ) VCPU: 8 See sizing
MOM ¥ean / 14Gk0 64 bit 12 Gh
RHEL 4/5 CPU Frequency: 4GHz calculator
Opteron @ 4 A
aH Disk B/W: 250/seconds
z

Physical Hardware

Introscope H/W Requirements
Heap
os Hardware RAM WM . Storage
Size
4 CPU/ Dual
Collector| @4-bit | Core Xeon /[ i 4 G5B per o
8 GB 64 bit See sizing calculator
JEM | RHEL4/S |Opteron @ 4 Collector
GHz
s Hardware RAM WM Heap Storage
A4 CPU / Dual
Ad-bit | Core Xeon / ) .
MOM 14Gh 64 bit 12 Gbh See sizing calculator
RHEL4/5 |Cpteron @ 4
GHz

¥
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System Specifications- APM 9.x

APM 9.x H/W Requirements

APM 9.x H/W Requirements
Heap X
0s Hardware RAM WM Size Reservations Storage
Memory: 8 GB
VCPU: B
) 4YCPU / Dual
Collector| &4-bit i 4GB per [CPU Freguency: o
Core Xeon / 3 GB 64 bit See sizing calculator
JEM RHEL 4/5 Collector |[4GHz
Opteron @ 4 GHz )
Disk R/W:
350/seconds
0s Hardware RAM WM Heap Reservations Storage
Memory: 24 GB
64-bit 4YCPU / Dual WCPU: B
MOM RHEL4/5 Core Xeon [/ 24G 64 bit 20G  |CPU Freguency: See sizing calculator
Opteron @ 4 GHz 4GHz Disk R/W:
250/seconds
0s Hardware RAM WM Heap Reservations Storage
Memory: 8 GB
32-bit i
VCPU: B
RHEL 4, 4vCPU / Dual .
i i CPU Frequency: See sizing calculator
TIM Nihant 8 Core Xeon / 86 32 bit 6G )
45Hz  Disk R/W: or 146 G
(CA  |Opteron @ 4 GHz
hipped) 250/seconds
shippe
P disk size : 146 GB
0s Hardware RAM VM Heap Reservations Storage
Memory: 8 GB
WCPU: 8
) 4YCPU / Dual s
54-hit i CPU Frequency: See sizing calculator
APM DB Core Xeon / B2G 64 bit 6G
RHEL 4/5 4GHz or 200G
Opteron @ 4 GHz )
Disk R/W:
350/seconds
20

Hardwar Hea
as RAM | VM P | storage
[5 Size
acey/
Dual See
Collector| &4-bit Core 4GB per | sizing
BGB bit :
JEM | RHELASS | Xeon/ ¥ o Collector | calculate
Opteron r
@ 4 GHz
Hardwar
a5 - RAM M Heap | Storage
acpru/
Dual Ses
G4-bit Core sizing
MO 14Ghb 54 bit 12 Gb
RHEL4/5| Xeon/ calculato
Opteron r
@4 GHz
Hard
0s ':“' RAM | WM | Heap | Storage
4 CPU
gk Dual ; See
L S Core sizimy
M | Ninants 86 | 32bit | 66 sl
(CA Keon / caltulato
| Opteron rorlds G
shipped)
&4 GHz2
o5 r-far:war RAMN wm Heap | Storage
4cpuf
Dual Sea
APM 64-bit Core sizing
g6 gdbn &G
DB RHEL4/5 | Xeon/ calcutato
Onteron ror2i0G
@4 GHz

G
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Virtualization Considerations

See the System Specifications for explicit reservation numbers
— Networking Reservations

— Dedicated NIC card and physical/virtual NIC binding for TIM monitoring interface
— System Reservations

— CPU

— Memory / RAM and Heap Size

— Dedicated Disk or I/0 Controllers

— (PU clock speed
— Storage Reservations

— IIOPs / Disk read/writes

— Dedicated LUNs if using SAN

— High speed SAN/NAS

21
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Advanced Business Transaction Definitions

— WeDb-Services based
— Flex based

— Plug-in based

22
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HTTP Analyzer Plug-ins

24

Used to process custom http request/header/query/post data which :
e s not processed by the TIM (example: AMF in pre 9.1)

e We want the TIM to process in a special way (example: extract a certain
parameter from an XML body)

Based on TIM SDK

Written as simple java class

Uploaded from and maintained on the CEM console
Deployed to the TIM

Case Study



CEM - Introscope : Understanding the linkage

E B E BB

Typical process

Check Network
Check Web Server
Check App Server
Check Database

Check Application Code

APM Solution Overview | Copyright © 2010 CA Technologies

APM does the work for you

Overview
Root Cause Probability

B Eackend (95%)
W Logic (3%
B Metwork (1%
Application Server (1%
B veeb Server (0%
Client (0%

technologies



diagnosis example #1.:

slow DB query

‘eorkskation  Es Trace Properties Help

[ &=

| Time ranae

ustom Range ~| | *

<k amp Cruration {ms}) Descripkion UserlD
LFA1 029 Aug 20... 38047 |SSTMG|ServiekFilkers | gow. ...
L1035 (29 Aug 20... S66E3|SSTMG|ServietFilkers | gow.. ..
.191 (29 Aug 20... 6593 |SSTMG|ServietFilters | gow.. ..

410 (23 Aug 20... 36377 |SSTNG| ServietFilters
BE3 (20 Aug 20...

OperDiomairs

Weh

JBBS (79 Aug Z0...
+FSuperDomain® SYAS WebSphere zOSAgent-SSTMG-2 LB13 (29 Aug 20..
*SuperDomain™® SvaE WebSphere =OSAgEnt-SSTRG-Z 905 (29 Aug Z0..
*SuperDomain® WwebSphere

= 30235 |/S5THG/SendLetters.do
*SuperDomain®

*SUDBrDUmaln*
*SuperDormain™® |Web5p Ere
*SuperDomain™® SY43 |websphere

==& [ [m[m m[m[m[m

o 5 A ISSTRG Main. da
|1s o7 29 5676 (29 Aug 20... | 22205 |/SSTHG/Main. do

|zos.o.gent SSTRIG-2

ams 1000 2000 =000 4000 5000 5000 7opo 8000 Q000 10000 11000 12000 13000 14000 15000 15000 17000 18000 19000 20000 21000 22000 24000 25000
- SSTHG|Servlatfilters|gov.ssa.sstng filtars.Bato hStatusFiltar|doFilter !
SSTHG|ServietFiltars|gow.ssa.sstn g filters. Authentic ationFiltar daFilter
SETHE|SenvletFilters|gow.ssa sstn g filte s AuthorizationFilter| doFilter
Frontends|apps|SSTHG|URLS|D efault |
Y Senvlets|ActionSernslet I
SSTHG|Semices|gov.ssa.sstng semice.spring. GeneralSenice|setCurnrentOrfice ||
SSTNG|DAD|gow.ssa.sstng.dac. hibernate. UnitAssignmentDAD|getUnitassignments
Hibermate|Quaries| Hibermnate|Sessions|flush - |
Hibernate|Sessions|find Backends|dsndsgi1 (DB2 DB
Backends|dsndsgil (DE2 DE) HibernatelSessionslﬂuSh JDBEC|IBM DB2 JDBC Uniwarsal Driwer Architacture
—|Duration: 20654 rms
5 Backends|dsndsgil (. : FLATE MTIGSZ UNITASEH SET LU_TS = 7. REMIM_UNIT = ? WHERE OCD = 7 AHD STRE_UNIT = 7 ANE LU_TS =7 i
Timestarnp: 4181 ms
! S2% of total transaction time) |

Component Details

Identification

Perform
Type: Backends Duratior
Mame: TPDATE MT16SEZ.UNITASGN SET LU TS = 7, RENM UNIT = ? WHERE OCD = 7 AND STREZ UNIT = ? AND LU TS = 7 Timestal
Path: Fo = —

S3% of

122 events found

iCustUm Range ending at 19:00:00 EDT 082902007

"

technologies
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CA Service Operations Integrations

Service Availability 8 Service Management
Dashboard R . Service
ashboards eports Desk

-

Domain Managers

Customer Network Application Network
Experience Quality Performance Fault

Mainframe
Management

Infrastructure Database

Management

Management
Management Management Management Management &

2
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Packet Loss and Overload problems

Symptoms

e Defect storms of Missing/Partial responses defects
e (CEM almost unusable

Causes

e TIM CPU Overload

e TIM faulty NICs

e TIM NIC overload

Solution

e (Capacity Planning

e Triaging Discards/Errors source

. G
ogles



Missing or Partial Response false positives

e See (Case Study

ogles






