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1. What’s Changed

1,x  Written for CEM 4. Last 1.x version was 1.7.1

2.x Major rewrite. Content and Outline streamlined. Updated to include 9.x changes (MTP TIM, Napatech stand-alone TIM, tcpdump, removal of tethereal, availability of 
APM field pack that contains tshark)
2. Introduction
Experience has shown that an improper TIM network connection setup can impact a successful APM Customer Experience (APM CE) POC or Professional Services deployment. The result may be a support case that takes some time to resolve. Symptoms of an improper connection or network integrity include:
· Recording issues ranging from unreliable/partial recordings to being unable to record at all. 
· Defect issues such as false positives (e.g. missing and partial transactions), to having no defects.

· Having many out of sequence packets.
· Having many missing and partial responses.
· Having many dropped packets.
· Seeing truncated HTTP Headers
· Inability to decode HTTPS traffic.

This document covers a few steps that a new APM Customer Experience (APM CE) Administrator can perform to see if their TIM network connection (Such as a span port, network tap, or aggregator that connects to the network card(s) on the TIM/MTP TIM server.) is ready for a APM POC or Professional Services deployment. 
If there is time before the engagement, the APM CE Administrator can send to the Project Manager the completed TIM Network Readiness Packet Capture Checklist along with the related packet captures.
The following topics are out of scope for this document.

· APM Customer Experience architecture or TIM, MOM, and APM Database locations.
· Verifying the TIM monitor port.

· Comparing and contrasting network connection types (such as Span port vs. network tap.)
· Span type (Standard span port or VACL)
· A general APM Customer Experience and networking tutorial including troubleshooting.
· General network data integrity troubleshooting
3. Guiding Principles
1. A TIM network connection is only ready when it can reliably:
a. Capture a client roundtrip client session. (This assumes there is path affinity (i.e. the session always come back to the same load balancer/web server). Depending on TIM placement, it may only be a roundtrip from the client to the load balancer.

b.  See HTTP requests and responses including GETs, POSTs, and HTTP Status Codes. For HTTPS this would be TLS requests and responses including application data.
c. See two-way traffic from the specific web servers/load balancers.
d. Not drop packets due to network connection providing more traffic than the TIM can handle.

e. Not truncate any headers

f. Result in a minimum number of out of order packets
g. Notes:

· There could be a series of other factors that this approach cannot  

     determine. These are covered below in the second principle.

-    If a multi-port card is being used in the TIM, make sure that all ports 
     are working as expected with the network connections. 

2.Ultimately it is the customer’s responsibility to make sure that the    

   following is true:
a. Any TIM(s) is seeing all of the appropriate traffic from all    

     core switches/firewalls/load balancers. (I.e. no desired traffic  

     is unexpectedly filtered out.)
a. The quality of the traffic is good.
b. Only HTTP/HTTPs traffic is being captured.
c. No HTTP parameters are being truncated.
d. Usernames/real customer IPs are being retained throughout the transaction.
e. A transaction is handled correctly through a reverse proxy, firewall, load balancer, etc.
f. The private keys are correctly imported into the TESS/TIM.
g. The synthetic transaction generator or load tester used can generate HTTP/HTTPS packets with the correct text/html (or equivalent) content type.
4. Network Setup
Your TIM network card is enabled typically to use these settings:

speed 1000 duplex half or full autoneg on. This can be done through ethtool or other means.
[Note this is for Software TIMs. I do not have the speed for a MTP TIM but it should be far bigger. Please substitute 1000 with the appropriate value.] 


These network card settings do the following:
	Setting
	Comment

	Speed
	Sets the speed to 1000 Mb or 1 Gb. This is the maximum limit that a TIM network interface can support.

	Duplex  Half or Full
	By making duplex full, simultaneous communications are allowed in both directions. 
By making duplex half simultaneous communications are not possible.  Communication takes place in both directions, but only in one direction at a time. 

	AutoNeg
	Turns the auto negotiation on. This allows the TIM and the TIM network connection to dynamically set the communication parameters.


      These network card settings can be forced on the TIM server every time the network interface is brought up.

For a software TIM, simply add a line to /etc/sysconfig/network-scripts/ifcfg-eth1 (or the appropriate network interface files) that reads:

ETHTOOL_OPTS="speed 1000 duplex full autoneg on”
     You can enter ethtool –i or mii-tool -v to review your network connection settings. For a Napatech or MTP TIM, you can also use /opt/NetQoS/bin/nqnapautil   CardStatus to get the card status and speed.
Accessing the TIM System Interface
Here are the suggested steps to access the TIM:

1) From a web browser, put in http://IP_address_of_TIM/wily/system) 

2) The Wily System Setup appears, then click on TIM n.n.n.n (n being the TIM release) 
3) The TIM System Setup screen appears.
5. Which Packet Capture Tool should I Use?

With APM 9 and later, you have two choices for capturing packets:

- Temporarily install the APM Field Pack to use tshark. Once the packets are   

  captured, the APM Field Pack is removed. Directions to install the APM Pack can be 

  found it the Appendices.  

          OR

- Use tcpdump which is already available out of the box.

  Cheat sheets for both can be found here --     

  http://packetlife.net/blog/2008/oct/18/cheat-sheets-tcpdump-and-wireshark/
  http://www.wireshark.org/docs/man-pages/tshark.html
  http://www.tcpdump.org/tcpdump_man.html
There are four questions that need to be answered to validate the overall setup:

1. Are we seeing traffic?

2. What is the quality of the network traffic?

3. Are we seeing valid HTTP traffic?

4. Are we seeing valid HTTPS (SSL) traffic?

6. Question#1:  Are we seeing traffic?

1) Access the TIM System Setup as listed above.

2) Then click on View Packet Statistics (5 seconds), scroll to the bottom of the screen. This is the most current data. The following is a view for a 
Stand-alone TIM:
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      The following is the view for a MTP Tim:
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3) The total packets captured should be a non-zero number. If all is seen are zeros, then there is no network traffic being received at all. This may require a restart/reboot of the TIM.
4) For MTP TIM, check the packet statistics at these two screens
- MTP system status page->capture card physical port statistics for traffic   

  (This is the traffic before the enabled MTP hardware filters.)
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- MTP system status page->capture card logical port statistics for traffic   

  (This is the traffic after the enabled MTP hardware filters.)
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5) Note that the unsupported version of this provides more information that may be helpful. It can be found at http://tim_ip_address/cgi-bin/wily/packages/cem/tim/unsupported (in all versions) The following is the TIM
Stand-alone view:
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The following is the MTP TIM view:
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7. Question#2:  What is the quality of the network traffic?
If the network traffic is of low quality, this may mean extra unnecessary processing by the TIM. 
Validate no out-of-sequence packets

1) Access the TIM System Setup as listed above.

2) Select View TIM Status.
3) Look for the following section half-way down the page. This is the stand-alone TIM view:
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This is MTP TIM view:
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The Queued Out-Of-Order TCP Bytes ideally should be zero. If it a large number (in the hundred thousands or millions, then the TIM network connection (span/mirror port) needs to be reviewed and possibly reconfigured. 
Validate dropped packets
1) Access the TIM System Setup as listed above.

2) Then click on View Packet Statistics (5 seconds), scroll to the bottom the screen. This is the most current data. This is the stand-alone TIM view.
[image: image10.png]Packets Throughput

’7’?’7 Analyled (Kbps)

Datetime.





[image: image11.png]0ct22 2009 08:59:05

52

2

288

0ct 22 2009 08:59:10

72

B3

3703





The following is the MTP TIM view:
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3) If the number of dropped packets is high, then the TIM network connection is getting too much traffic and needs to be filtered to see only needed traffic.
Perform Advanced Analysis
Additional analysis could check

·  if the complete three-way handshake is completed between client and web server/load balancer. (SYN-SYN_ACK-ACK and later on FIN_ACK-ACK-ACK). 
· The output of the systat and netstat command. 
· Run Export Info in Wireshark (Analyze>Expert Info)
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8. Question #3  Do we have Valid HTTP Traffic?
All the following commands should run on the TIM Linux console. Do the following steps to access the TIM Linux console:

1. SSH into the TIM and log in using root as the account and quality as the password

2. The command prompt appears.

Using tshark or tcpdump - Useful arguments
Both of these utilities typically use the same arguments. 
- Use the -w option to send the output to a pcap file that can be then analyzed using by Wireshark or imported into APM Customer Experience. Don't forget to use the .pcap file extension. An example of capturing traffic from the eth1 interface and saving to a pcap file is shown below.
tshark –i eth1 –w samplefile.pcap
OR 

tcpdump –i eth1 –w samplefile.pcap
 A recommended option to use when writing a packet capture to add may be -s 0 (maximum size packet). Otherwise, there will be truncated packet messages in Wireshark.
An alternate approach may be to pipe the output to the Linux more/less utility

tshark –i eth1 | more
     What follows involves running a series of tests to verify the TIM network connection health.
Test #1 Are we seeing traffic?
Run the following test to see if the TIM network card is receiving traffic.
Using tshark

1. tshark –i eth1 (or the appropriate device interface) 
OR

tcpdump -i eth1 

You can also use the following to see traffic just from port 80:

 tshark –i eth1 port 80 (or port http) 

 OR 

tcpdump -i eth1 'tcp port 80’
2. The screen should be overflowing with a lot of traffic.
3. It nothing is returned, then the TIM network connection is not configured correctly.
Using tcpdump

tcpdump -i eth1 'tcp port 80’
Test #2 Are we seeing HTTP and TCP traffic?
Again rerun tshark-i eth1 or tshark –i eth1 port 80 (or the appropriate network device and port). Press the Ctrl-C/Ctrl-Z buttons to exit capturing. Are you seeing something like #1 or #2 below?
#1a Tshark Packet Capture (No HTTP/TCP)
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#1b Tcpdump Packet Capture (No HTTP/TCP)
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#2a Tshark Packet Capture TCP and HTTP traffic
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#2b Tcpdump Packet Capture TCP and HTTP traffic
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If seeing #2, then the TIM network connection is seeing HTTP and TCP traffic. Else there may be an issue with the TIM network connection configuration, traffic is embedded in TCP/IP packets, or the traffic is using a different port than specified.
Test #3  Are we seeing HTTP responses in addition to requests?
To record successfully, the TIM network connection must be able to see HTTP requests and responses. Again enter tshark –i eth1, tshark –i eth1 port 80,   OR tcpdump -i eth1 'tcp port 80’ at the Linux Console command prompt (or the appropriate network card device and port.) The results are shown in two screenshots. In the first screenshot, there is a 200 and 304 response.
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In the second screenshot, there are HTTP requests (GETs) and Responses (304) in order.
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If no HTTP responses are appearing, then review the TIM network connection configuration, verify the traffic is in HTTP not TCP/IP packets.
Test #4 Are we seeing two-way traffic from the correct web server?
The last test is to make sure that seeing the traffic from the correct web server/load balancer. Enter one of the following commands:
tshark –i eth1 port 80

tshark –i eth1 host ip_address and port 80
tshark –i eth1 (or the appropriate interface) port 80s | grep ip_address
OR

tcpdump -i eth1 host ip_address and 'tcp port 80’ 

tcpdump -i eth1 'tcp port 80'|grep ip_address
(Use the appropriate network card device and port.)
In the example below, we are seeing two-way traffic between 192.168.128.129 (the web server) and 192.168.128.1 (the client).
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9. Question #4  Are we seeing valid HTTPS Traffic?
Doing HTTPS validation is similar to doing HTTP validation. The only difference is the traffic is encrypted so there will be no GETs and POSTs or Status Codes. Typically port 443 is used so the command entered will look the following:
tshark –i eth1 port 443 OR tcpdump -i eth1 'tcp port 80'
So the appropriate tests would be

Test 1: Are we seeing traffic?

Test 2: Are we seeing HTTPS Traffic?

Test 4: Are we seeing two-way traffic from the correct web server?

The screen below shows an example of two way encrypted traffic. Note there are a lot of TLS statements (TLS stands for transport layer security and is the ‘new” name for the SSL protocol.) including application data.
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10. If the Validation Shows Problems, What Are Next Steps?
This is a summary of all of the next steps listed throughout the document.
	Symptom
	Likely Cause
	Next Step

	Out of sequence packets
	TIM network connection capturing traffic from servers with different network transmission speeds.
Switch is unable to align traffic with span port. 
	Change switch/span/etc. configuration or server speed.
Change switch mirror port to network tap/aggregation device.

	Dropped packets
	TIM network connection is carrying too much traffic.
	Filter span port or network trap to carry only needed traffic.
Add web server filters.

On MTP TIMs configure /config/balancer.cnf or TIM Hardware filters (Administration>Logical Ports)

	Not seeing traffic
	TIM network connection filtering out all traffic.
	Change span port or network tap configuration
See if web server filters are filtering out traffic.

Restart TIM service.

	Not seeing transactions
	TIM network connection or TESS web server filters does not include traffic from the correct web servers.

Private keys were not added or were incorrectly imported.
	See if web server filters are filtering out traffic.

Restart TIM service.

Check private keys.

	Not seeing HTTP/TCP/HTTPS traffic
	TIM network connection is connected to wrong span or tap.
Traffic is not HTTP.
	Change span port or network tap configuration.
Verify that traffic is HTTP/HTTPS.

	Not seeing HTTP responses
	TIM network connection is only seeing traffic 1-way
	Change span port or network tap configuration

	Not seeing two way HTTP/HTTPS traffic
	TIM network connection is only seeing traffic 1-way
	Change span port or network tap configuration

	Other issues
	Network architecture, load balancer, firewalls. private keys etc.
	Review with networking and application teams as needed


11. Appendices 

Installing APM Field Pack
Setting Up NetQOS for Tshark

12. Etcetera
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