APM End-user Monitoring Reports User Guide

Monitoring of business transactions with the CA Wily Application Performance Monitoring (APM)
Solution allows organizations to see transaction performance as their end-users experience it. In
addition to raw technical performance metrics, APM allows users from within the business to view
results in order to make decisions for the business.

This guide is designed to help business users understand and maximize the value of the reports within
APM, and to know which reports will help illuminate challenges and successes within the business.
Additional information is available from the CEM documentation, available within the product.

Included Reports

e Incident Management/Problem Resolution (page 5)
Incident Detail (page 9)
Troubleshooting (page 11)
Defect List (page 15)
Defect Detail (page 17)
o Affected User Groups/Affected Users (page 21)
e Transaction SLA Report (page 23)
e User SLA Report (page 27)
e Correlational SLA Report (page 31)
e Transaction Trend Report (page 33)
Performance Report (page 35)
Quality Report (page 39)
Defect Pareto (page 43)
Time Analysis Graph (page 45)
e Count Analysis Graph (page 47)
e Real Time Transaction Metrics (page 49)

O O O O

This document reviews a representative sample of the reports. Other reports use the same metrics,
methodologies, and concepts, so inclusion in this document would be redundant.

Document Focus

This document will focus on two main questions: “What do the numbers mean?” and “How can | get the
most value from this report?” It is not designed to be an exhaustive “how-to” documentation, as that is
already available for the product in both PDF format and as context-sensitive help within the product.

Sorting Data

Any column of data in reports that can be sorted has a blue heading. Simply click the heading and the
data will be sorted in ascending order. Click the heading another time, and it will be sorted in
descending order.
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Report Time Frames

Most of the statistical reports are produced with the default time -ansaction Trend | User Trenc
frame of “Today.” The time frame of the report can be changed to Time Frame
any of the following, depending on the Data Retention Settings. v!| [Toda
Previous Hour
e Today Today
Yesterday
e Yesterday Succe Custom Day e
e Custom day (any day in the last two years of data) Ratd Current Week Ti
SLNP(E-IOUS Week

e Current week

e Previous week

e Custom week (any week in the last two years of data)
e Current month

Custom Weelk

“|Current Month

Previous Month
Custom Month
Current Year
Previous Year

e Previous month
e Custom month (any month in the last two years of data)
e Current year

S 000% l
>.UUU%
95.000% J

e Previous year

Glossary and Documentation

Rather than reprint the glossary and documentation with this report reference, find the current

documentation in the following places:

e Installed CEM Appliances (behind the Wily CEM Help link):
http://[ipaddress]/wily/cem/tess/help/administrationHelp.htm
e Public Document Site:

https://community.wilytech.com/kbcategory.jspa?categoryID=

659

e Internal (CA Wily) Document Site:

https://wilynet.wilytech.com/entry.jspa?externalID=2926&categoryID=396
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Cross-Reference: Which Reports Do | Need?

Rather than review each individual report, it may be helpful to review the problems and use cases for
the reports to determine which report is the most appropriate and valuable. Review the Use cases listed
below. The report and page number of that report are listed in parentheses immediately after the use
case.

e  Which transactions are experiencing problems? And of what type? (Incident Management

Report, page 5)
e How many people are being affected by this problem? (Incident Management Report, page 5)

e Is the problem serious enough to take the application offline and fix it, or is it sufficient to fix it
during the normal course of business? (Incident Management Report, page 5)

e Do we have all of the information necessary to troubleshoot and manage this incident? (Incident

Detail Report, page 9)

e How long has this incident been active, and how much impact is it having? (Incident Detail
Report, page 9)

o We need to reduce the time it takes to determine who needs to deal with this problem. Who
should really deal with this? (Incident Troubleshooting Report, page 11)

e  What is really to blame for the performance drop? Can | eliminate the need for a conference call
to isolate that? (Incident Troubleshooting Report, page 11)

e  What is the commonality among all of the defects that we have found? Are there specific web
servers or application servers or network segments that are in many of the defects? Is there an
infrastructure problem that is causing the defects? (Defect List Report, page 15)

e Which of all of the defects are the worst, and who are the users that were affected by those
defects? (Defect List Report, page 15)

e What exactly happened in the defect? | need to be able to deliver the details to the triage team
to help them determine the root cause of the problem. (Defect Detail Report, page 17)

e Was the defect caused by systematic issues or was it due to content issues? (Defect Detail

Report, page 17)

e What time is associated with each of the layers through which the transaction flows? (Defect
Detail Report, page 17)

o If the same user is experiencing the defects, are there specific details of the transaction that can
help isolate the problem that are unique to this user? (Defect Detail Report, page 17)

e To ensure that our highest value customers are being well served, we need to know if any of
them have been affected by our transaction incident. When we see that they have been
impacted, we can call them and explain the circumstances, so we can diffuse the situation.
(Affected Users Report, page 21)

o We reflect our internal SLAs in our monitoring reports. How are we doing in relation to our
SLAs? (Transaction SLA Report, page 23; User SLA Report, page 27; Correlational SLA Report,

page 31)
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e We group our customers, and set an SLA for each. We monitor to see if we are meeting our
agreed upon SLAs. Are we meeting those SLAs? What is the impact to our business if we
continue to fail to meet those SLAs? (User SLA Report, page 27; Correlational SLA Report, page
31)

e We have just started a new marketing initiative. How is it reflected in the transaction numbers?

How is my system performing relative to the new volume? (Transaction Trend Report, page 33)

e We have a new version of the software/database/hardware/etc. Compared to the performance
before we made the change, how are we doing? (Transaction Trend Report, page 33)

e We have made a significant investment in our bug-tracking and development teams. Is the
investment showing in the performance? (Transaction Trend Report, page 33)

e One of our transactions has a much lower success rate than the others. What are the factors
affecting that success rate which is independent of other monitored transactions? (Performance
Report, page 35; Quality Report, page 39; Count Analysis Graph, page 47)

e The average throughput for some transactions is lower than for others. Why is there a

discrepancy? (Performance Report, page 35; Quality Report, page 39; Count Analysis Graph,
page 47)

e How can | tell if my development process for my applications is effective? (Quality Report, page
39)

e  Which transactions are having problems? (Quality Report, page 39)

e  Which of our customers are at risk? How much risk is there that they might find another source?
(Time Analysis Graph, page 45)

e We need to reduce the dependence our users have on the live customer support. They calling
too often for us to reduce our staff. What level of confidence can we expect now? (Time
Analysis Graph, page 45)

e We just added a new page to our web site, with new options for our customers. Are our
customers using the new page, transactions, and capabilities? Are we having errors with the
new transactions? Can people use them effectively? (Real Time Transaction Dashboards, page
49)

o We need to see how our web site and the transactions are doing at any time. We need to have a

“pulse” on the counts, the transaction times, and the errors, because we need to react quickly if
there is a problem. (Real Time Transaction Dashboards, page 49)
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Incident Management Report

v . . i Help  About My Account
m WA!y Wily Customer Experience Manager™
CEM

Logged in as: cemuser cemuser (Log Out )

Service Level Management l Incident Management ] Performance Reporis I Quality Reports l Analysis Graphs l My Reporis l

Incident Management

& Incidents are groups of defects that are correlated based on transaction type and defect type. Click on any link to view mare incident-related information. Mor
Incidents | Impact Leaders | Defects
Status: Business Process: |_;\|| M | Refresh
Open Incidents for All Business Processes
499 Defects in 9 Incidents. 2 Critical @ 35evere @ 4 Moderate 0Low ®
Impact i i i Identified User Defect First Last Duration
0| 10 | status Level Impact Process Transaction Users Groups TizEis Name Occurred | Occurred | ( )
O 1008 | Open 0 7,360 | Trading Place Qrder 1 5 113 | Slow Time 23-Feb-200% | Z3-Feb-Z00% 06:43
10:18 16:59
D 1005 | Open o 5,128 | Sigbel Call Legin i 5 84 | Slow Time 23-Feb-200% | 23-Feb-200% 05:44
Center 10:15 16:59
D 1006 | Open 0 4,858 | Trading Login c4 5 72 | Incomplete 23-Feb-2009 | 23-Feb-2009 08:37
Transaction 1017 18:524
D 1004 | Open 0 4,400 | Siebel Call “iew Statement / 36 5 &7 | Content Error 23-Feb-2005 | 23-Feb-200% 056:19
Center Wiew Statement 10:34 16:53
D 1003 | Open O 3,472 | Siebel Call Opportunities / 33 5 52 | Server 23-Feb-2009 | 23-Feb-2009 085:35
Center Opportunities Response Error | 10:18 16:53
D 1001 | Open — 2,320 | Portfolic Open Account 27 5 38 | Missing 23-Feb-2009 | 23-Feb-200% 06:13
Compenent 10:36 16:49
D 1007 | Open — 1,832 | Trading View Orders / 23 5 25 | Client Request 23-Feb-2009 | 23-Feb-2009 08:41
View Orders Error 1017 16:58
D 1002 | Open — 1,344 | Portfolio Azzets View 7 4 21| Low 23-Feb-2009 | Z23-Feb-2009 06:12
Threughput 10:45 16:57
D 1008 | Open — 1,218 | Trading Balances / 1 1 19 | Unauthorized / | 23-Feb-2009 | 23-Feb-2009% 08:15
Balances Forbidden 1018 16:34
9 items found, displaying all items

Report Location

CEM | Incident Management | Incidents

Who should view this report?
Individuals who are involved in the following areas should refer to the Performance report:

e Help desk

e Problem triage

e Problem diagnosis
e Customer service
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The Problem Resolution Process

The Incident Management Report focuses on determining the cause of significant problems with
transactions, providing details for diagnostics of the root cause, and recognizing who is affected by the
monitored problems.

Incident
Report
Triage Diagnosis Customer Service

Incident
Detail

Incident
Detail

Affected
Users

Trouble-
shooting

Defect
Detail

Assign to
Analyst

et

In triage, the primary goal is to determine quickly to whom the problem should be assigned. The
Performance Report focuses on the actual performance of business transactions in the following areas.
It can be produced at either the business process level or the business transaction level.

What do the numbers mean?

Defects are tracked based on the transaction and the type of defect. For example, login transactions
with slow time defects are tracked independently of login transactions with incomplete transaction
defects. Business transaction defects (termed “behavioral defects”) are tracked independently of
transaction component defects (also called “response defects”).
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Business Impact

Every defect has impact to the business, and some affect the business more than others. In order to
accurately determine the impact of an incident (and its aggregated defects), each transaction, user, and
type of defect must have an impact value. The values range from 0-7.

Ignore
Minimum
Very Low
Low
Medium
High
Critical
Trigger Immediately

N o unh~WNERO

Each business transaction is assigned a business impact, or it inherits the impact from the business
process or global domain settings. Each user group or user is assigned an impact, or the value is
inherited from the user group or the global domain settings. The impact setting for each type of defect is
set at the business transaction level.

When a transaction is defective, the business impact is calculated by multiplying:
business transaction impact x user impact x defect type impact

A defective transaction with a medium transaction impact (4), a critical user (6), and a critical defect (6)
would have a business impact of 144. A defective transaction with a medium transaction impact (4), a
medium user (4), and a medium defect (4) would have a business impact of 64.

The business impact of the incident is the aggregated total of the business impact of all of the included
defective transactions. The list of incidents in the Incident Management Report is ranked in order of
business impact, indicating that the incident with the highest value has the greatest impact on the
business, and therefore should be considered first.
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Impact Level

The impact level is based on thresholds, and is used for escalation and notification. The default values
are as follows:

Low o*
Moderate 1000
Severe 2500
Critical 5000

When the aggregate business impact of all defects in an incident reaches the moderate incident
threshold, the incident shows in the Incident Management Report, and may trigger notifications to web
pages, email messages to analysts, and/or communication with help desk or infrastructure monitoring
systems.

*Low business impact incidents are seldom seen in the Incident Management Report. If the business
impact for a business transaction, user, or type of defect is set to notify immediately, as soon as a single
defect is recognized, the incident will be generated, and will appear on the list, even if the moderate
impact level has not been reached.

Identified Users and Groups

Users who experience defects are tracked in each incident, and can be viewed independently or by the
group to which they belong.

Incident Duration

The duration of each incident is dependent on the first recognized occurrence an instance of the
defective transaction and the last recognized occurrence. Current time and the time when the incident
escalated to moderate and is shown in the report have no bearing on the value.

Common Use Cases for Incident Management Report

e Which transactions are experiencing problems? And of what type?

e How many people are being affected by this problem?

e Isthe problem serious enough to take the application offline and fix it, or is it sufficient to fix it
during the normal course of business?
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Incident Detail Report

" . . } Help  About My Account
m wuly Wily Customer Experience Manager™
CEM

Logged in as: cemuser cemuser {Log Out )

ervice Level Managemen ncident Managemen erformance Reports uali eports nalysis Graphs y Reports
Service L M t | Incident M t | Perf Ri rt: Quality R rt! Analysis Graph My R rt:

Incident 1009
5 Incident overview provides general and problem resolution information about the incident. You can close the incident or click on any link to view incident-related
details. More...
Overview | Troubleshoot | Affected User Groups | Affected Users
Overview Defect Time Distribution
Business Process: Trading 14
Business Transaction: Place Order
Defect Mame: Slow Time "
Status: Open
Business Impact: € 7 350 z
= 10
Defects: 113 H
[
Identified Affected Users: 91 Users in & User g
Groups - 8
First Defect Time: 23-Feb-2009 10:16 g i
Incident Trigger Time: 23-Feb-2009 10:20 g 6 ?
=
Last Defect Time: 23-Feb-2009 16:59
Incident Close Time: nfa 4
Duration: 06:43 (hh:mm) ?
Evidence Collection 2
Evidence Collected On Mo £ £ Z E £ £
[ [ = [~ [ [
Open: = = w 5 = =
A z b= & z E]
Moderate Evidence Mo o & % a7 E
Collected: g = & =
— = ]
Severe Evidence Mo = g ]
Collected: - = 3
Critical Evidence Mo
Collected:
Introscope Transaction Trace
Defects with Transaction 27
Trace: Close Incident
Transaction Trace Stopped Closed on-
Status:
Closed by:
| StartTransaction Trace | psed by-  cemusercemuser
Cause:
Go to Introscope WebView
Go to Introscope Workstation (WebStart)
Problem Resolution Cycle
Identification Time: 00:04 (hh:mm) Resalution:
Resolution Time: 06:39
Verification Time: 00:04
Total Time: 06:47

Report Location

CEM | Incident Management | <Incident number>
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Who should view this report?
Individuals who are involved in the following areas should refer to the Incident Detail Report:

e Help desk

e Problem triage

e Problem diagnosis
e Customer service

What do the numbers mean?

In addition to the information regarding the incident on the Incident Management Report, the Incident
Detail Report includes information to help triage and manage the incident.

Included in the detail is the incident trigger time—when the incident appears on the Incident
Management Report—in addition to the first and last recorded instances of defective transactions.

The Defect Time Distribution includes only timings of the defective transaction in the incident, not all
monitored transactions of the type. If Introscope integration is activated, application server time, logic
time, and backend time distributions will be displayed, based on information supplied by Introscope.

If the distribution of the Time to First Response is low, it is likely that the problem is not in the network
infrastructure. If it is nearly the same as the overall transaction time, most of the time in the transaction
is in the network.

If evidence collection is done at different escalation stages, it is listed, and the analyst may be able to
click on the “yes” value and see the HTML version of the document. This allows the analyst to see the
information at the time of the escalation, not just the current state of the incident.

When integrated with Introscope, CEM can automatically launch transaction traces with specific details
including the transaction, the duration of the trace session, and the threshold for tracing. If more traces
are required, the analyst can launch them directly from within the report. If there are traces, the
Incident Detail Report will show the count. Clicking on the number of traces will produce a list of
defective transactions with traces, for additional triage and diagnosis. To view the traces directly, click
on the links to go to Introscope.

Details on closing the incident are reflected in the Problem Resolution Cycle. This allows analysts and
others the opportunity to see what was done in relation to the incident.

Common Use Cases for Incident Detail Report

e Do we have all of the information necessary to troubleshoot and manage this incident?
e How long has this incident been active, and how much impact is it having?
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Incident Troubleshooting Report (Smart Chart)

wily Wily Customer Experience Manager™

Help  About My Account

CEM

Logged in as:

cemuser cemuser (Log Out )

Incident 1009

Service Level Management ] Incident Management I Performance Reports ] Quality Reports ] Analysis Graphs l My Reports ]

Overview | Troubleshoot | Affected User Groups | Affected Users

Overview
Root Cause Probability

Client Tier
Defect Count by Client Type

Network Tier
Defect Count by User Group

Web Server Tier

Business Process: Trading « Business Transaction: Place Order - Defect Name: Slow Time

M Backend (95%)
I Logic 3%
B Network (159
Application Server (1%
W web Server (0%
Client (0%

M Microsoft Internet Explorer Version 6.0.2900.2180.xpsp_sp2 (50%)
10 Mozilla/5.0 6(11; U; Linux i686; en-US; rv:1.7.3) Gecko/20040922 (50%)

M caliCenter (34%)

I London (31%)

I Dublin (23%
Online (6%

M nYSE (6%

Defect Count by Web Server Ip Address

I 192.165.4.92| 3C02FESCO101 (35%
1] 192.168.4.92| 3C02FESCO102 (34%)
I 192.168.4.92| 3C02FESCO103 (325

& Incident troubleshooting charts highlight problem areas to help you find the root cause of defects. Defect distribution data includes a root cause overview
SmartChart and pie charts by tier: client, network, web server, application server, logic and backend. Click on any link to view details. More...

View Defect Time
Distribution

View Defect Client Time
Distribution

Show
Data

Show
Data

Show
Data
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Application Server Tier
Defect Count by Application Server

View Defect Application Show
Server Time Distribution Data

B rorwardine_011App Servers|Forwardine_01 (34%
I Forwardinc_03|App Servers|Forwardinc_03 (34%)
B Fonwardinc_021App Servers| Forwardine_02 (32%)

Logic Tier
Defect Count by Susp d Blame Component

View Defect Logic Time Show

Distribution Data
W EBISession| TradeSessionEIB_n7 enxc_Impll searchCustomerByLastNameWwild (34%)
1 EIBISession| Trad ionElB_n7enxc_ImpllsearchCi ByUserlD (34%)
I EBISession| TradeSessionEIB_n7enxc_mpll searchCustomerByCategory (3299
Backend Tier
Defect Count by Suspected Blame Backend Component
View Defect Backend Show
Time Distribution Data

W webServices| Client| http_¢/Customerlnfo.customer.wily.com|findCustomerByLastNamewild (1 00%)

Report Location

CEM | Incident Management | <Incident number> | Troubleshooting

Who should view this report?
Individuals who are involved in the following areas should refer to the Incident Troubleshooting Report:

e Help desk

e Problem triage

e Problem diagnosis
e Customer service
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What do the numbers mean?

To help determine root cause probability, the Troubleshooting section of the Incident Management
Report examines the following areas where the problem could be:

e (Client tier

e Network tier (user group)
e Web server tier

e Application server tier*

e Logic tier*

e Backend tier*

*These tiers are only available when Introscope integration is activated.

The applied algorithms first eliminate the tiers where the defects occur across all possibilities, with the
rationale being that if all of the web servers, for example, are equally represented in the defects, the
web server is likely not the problem. The report on the previous page shows that example. However,
even though the distribution may not be equal, as is shown in the Network Tier above, the distribution is
among all groups. If all of the groups were represented in the transactions, but only the London group
was found in the defects, it would be likely that the problem was in the network in London.

The less the distribution is equal across all possibilities, the more likely that the problem is there. Even
though there were multiple web services calls made, the only one that showed up in the defects was the
findCustomerByLastNameWild call.

Consequently, it is the most likely of all possibilities to be the root cause of the problems. The analyst
can confidently route the incident to the correct people to have the problem diagnosed further and a
solution be developed.

Common Use Cases for Incident Troubleshooting Report

e We need to reduce the time it takes to determine who needs to deal with this problem. Who
should really deal with this?

e What is really to blame for the performance drop? Can | eliminate the need for a conference call
to isolate that?
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Defect List Report

a wgly Wily Customer Experience Manager™

Logged in as: cemuser cemuser (Log Out )

Help

About My Account ||

CEM

Incident Management

Incidents | Impact Maps | Impact Leaders ‘ Defects

Service Level Management l Incident Management ] Performance Reporis I Quality Reports l Analysis Graphs l My Reporis l

Enter user, transaction, or defect information to display the list of defects that you need. More...

Search Results

View: |Cust0merExperienceViewM | Generate |

Report Location

CEM | Incident Management | <Incident number> | Defects

Who should view this report?

Individuals who are involved in the following areas should refer to the Defect List Report:

e Help desk

e Problem triage

e Problem diagnosis

e Customer service

Defect List
Web
Date and | Business Business Defect Condition | Value Business Login User Client Server Web Server
Time Process Transaction Name Impact Name Group IP Address P MAC Address
Address

23-Feb- Trading Place Qrder Slow Time 8.000s | 10.422s 112 | rblumfield CallCenter | 192.168.20.234 | 192.168.4.5%2 | 3C:02Z:FE:5C.01:01

2008

18:89:27

23-Feb- Trading Place Order Slow Time 8.000= | S5.437= 112 | jhorson N SE 192.168.20.234 | 152.166.4.92 | 3C:02:FE:5C:01:03

2008

16:56:57

23-Feb- Trading Place Qrder Slow Time 8.000= | 9.987= 84 | mmcguinnezs | CallCenter | 1852.152.20.234 | 152.168.4.92 | 3C:02:FE:5C:01:03
Trading Place Qrder Slow Time 8.000s | 8.738s 64 | mjackson CallCenter | 192.168.20.234 | 152.168.4.92 | 3C:02:FE:5C.01:01
Trading Place Order Slow Time 8.000= | 10.482= 84 | pmeyer London 192.168.20.234 | 192.168.4.92 | 3C:02:FE:5C:01:01
Trading Place Order Slow Time 8.000s | 8.850=s 64 | bmccarthy Dublin 162.168.20.234 | 162.168.4.92 | 3C.02:FE:5C:01:03

23-Feb- Trading Place Qrder Slow Time 8.000s | B.542s 84 | umarmot CallCenter | 192.168.20.234 | 192.168.4.92 | 3C:0Z:FE:5C:01:01

2009

16:40:24

23-Feb- Trading Place Order Slow Time 8.000= | 10.10%9= 54 | cmcknight Dublin 192.168.20.234 | 192.188.4.92 | 3C:02:FE:5C:01:03

200%

16:36:21
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What do the numbers mean?

In every incident, there are defects. The Defect List Report shows all of the defects in the incident,
sorted by the time of the defect, with the latest defect at the top of the list.

In the Customer Experience View, the client IP address, the web server IP address, and the web server
MAC address are shown for each defect. Using that information, you can also determine if a network

segment is experiencing problems. However, the addresses may be masked if the clients are behind a
firewall, or if the web servers are behind a load balancer.

In the Introscope View, the defect information and the client addresses are replaced with information
supplied by Introscope, including the application server ID, the virtual machine ID, the request handler
ID, the request ID (the GUID in Introscope), and whether or not there is a transaction trace. This is
particularly helpful to analysts who also have access to Introscope to follow the transaction defect
information through into the Introscope console or investigator tree.

v . . ; Help  About My Accol#
m W_I_ly Wily Customer Experience Manager™
c

Logged in as: cemuser cemuser (Log Out )

Service Level Management l Incident Management l Performance Reports | Quality Reporis l Analysis Graphs l My Reporis l

Incident Management
E) Enter user, transaction, or defect information to display the list of defects that you need. Mare...

Incidents | Impact Maps | Impact Leaders | Defects
Search Results
View: |Introscope View [v| [ enerate |
Defect List
Web - b |
rEE Business Business Defect Server Web Server | Application Vlrtu_al LETIES Transaction
and " Machine | Handler Request ID
= Process | Transaction | Name P MAC Address Server ID Trace
Time 1D 1D
Address
16:58:27 | Trading Place Qrder Slow 192.168.4.92 | JC:02:FE:5C:01:01 | 182.166.4.45 Introscope | ActionServiet | SAES4B8FCOAB010300567TEBBEFEEE233 | Yes
Time Agent
JVME3
16:58:30 | Trading Place Order Slow 192.168.4.92 | 3C:02:FE:5C:01:01 | 182.168.4.45 Introzcope | ActionServist | SAE188FECOAB0103005B7EBBDEBAFFFD | Yes
Time: Agent
JVNZ3

Common Use Cases for Defect List Report

e What is the commonality among all of the defects that we have found? Are there specific web
servers or application servers or network segments that are in many of the defects? Is there an
infrastructure problem that is causing the defects?

e Which of all of the defects are the worst, and who are the users that were affected by those
defects?
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Defect Detail Report

w;ly Wily Customer Experience Manager™

ervice Level Managemen! ncident Managemen erformance Repo uality Reports nalysis Graphs y Reports
Service L I M t | Incident M t | Perfi Reports | Quality Report Anal Graph My Report:

Defect: Slow Time - 23 -Feb-2009 16:59:27

Suspected Blame Compenent:
Suspected Blame Compenent Time:

Suspected Blame Backend
Component:

Suspected Blame Backend Component Time:

& Details about a specific defect, where there are insufficient defects to constitute an incident, or where the defect is too recent to be included in an incident. More...

Defect Information Transaction Information User Information
Defect Name: Slow Time Business Transaction: Place Order ~ User: Blumfield. Rose
Defect Condition: 8.000s Transaction: User Group: CallCenter
Defect Value: 10.422s Component: Client IP Address: 192.168.20.234
Time of Occurence: 23-Feb-2009 16:59:27  Size: 4.9kB
Business Impact: 112 Time: 10.422s
Throughput: 1.5kB/s
Time to First Response: 4.073s
Web Server Information
Web Server IP Address: 192.168.4.92
Web Server Port Number: 443
Web Server MAC Address: 3C:02:FE:5C:01:01
Application Server Information
Request ID: 11479525945RB
Application Server ID: 192.168.4 45
Virtual Machine ID: Forwardinc_01
Request Handler ID: ActionSenvet
Application Server Hostname: Forwardinc_01
Application Server Type: App Servers
Application Server Time: 6.042s

EJB|Session|TradeSessicnEJB_n7enxc_lmpl
5.500s

WebSenvices|Client|http_{/Customerinfo.customer.wily.comlfindCustomerByLastNameWild

5.132s

Detail: Go to Introscope WebView
Detail: Go to Introscope Workstation Web Start
Transaction Trace
Name Duration

Customer ExperiencejBusiness Process{TradingiBusiness TransactionjPlace Order 6.042s
FrontendsiApps(TradingiURLs|Default 8.042s
ServietslActionServiet £6.042s
EJB|Session[TradeSessionEJB_n7enxc_Impl 5.632s
EJB|Session|Tr ionEJB_n7enxc_impk chC s 5.632s
EJB|SessionTr ionEJB_n7enxc_Implsearcht SByL. i 56328
WebServices|Clientihttp_//Customerinfo.customer. wily.com 5.132s
WebServicesiClientihttp_//C info er.wily.comifindC ByLasth WNild | 5.132s
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HTTP Information

| URL Port 443

URL Path Mrading/searchresults.do

ReguestHeader  Host 192.168.4 45:443

URL Host: 192.168.4 45

RequestHeader  User-Agent Microsoft Internet Explorer Version 6.0.2900.2180 xpsp_sp2

RequestHeader  Accept: text/xml.application/xml.application/xhtml+xml.text/html:q=0.9 text/plain;q=0.8.image/png.*/*.q=0.5

RequestHeader  Accept-Language: en-us.en;q=0.5

RequestHeader ~ Accept-Encoding gzip.deflate

RequestHeader  Accept-Charset 1SO-8859-1.utf-8.q=0.7 *.q=0.7

RequestHeader ~ Keep-Alive 300

ReguestHeader ~ Connection: keep-alive

RequestHeader  Referer: http://192. 168 4.45:443/Trading/searchresults.do

Cookie Language en

Cookie Country us

Cookie JSESSIONID: G4XLthkJFyyHmIBImJ1FdvKixnClylLQzWrkp7 1KIXNFfp8hrH2nb!4009858984

Cookie wily_charEncoding: UTF-8

Cookie wily_clickTime 1178126790780

Cookie wily_clickLink: http%3A%2F %2F 192.168.1.202%3A7000%2F Trading%2F searchresults do

RequestHeader ~ Cache-Control max-age=0

ResponseHeader Date 23-Feb-2009 17::01 GMT

ResponseHeader Pragma No-cache

ResponseHeader Content-Type text/html:charset=UTF-8

ResponseHeader Expires: Thu, 01 Jan 1970 00:00:00 GMT

ResponseHeader x-wily-servet Encrypt1

WSry9LDfbZEeaCzdlYhs5YQASIgBSTXCASrogQVGID0Wpu+6bdm1JeVOSnMKISuCTmW7¢1QiCABcpWh39vm+JpzPCWnezvW\

ResponseHeader x-wily-info: Clear guid=4E10809DC0A801CA00B15D02350018A2

ResponseHeader Transfer-Encoding:  chunked

ResponseHeader Cache-Control no-cache

ResponseBody  body: Click here

RequestHeader  Content-Length 305

Post lastName Blumfield

Post firstName: Rose

Post email: Rose Blumfield@wily.com

Post Cust ID s

Post Pin AR

Post action Place Order

ResponseHeader Connection close

Report Location

CEM | Incident Management | <Incident number> | Defects | <Defect time stamp>

Who should view this report?
Individuals who are involved in the following areas should refer to the Performance report:

e Help desk

e Problem triage

e Problem diagnosis
e Customer service
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What do the numbers mean?

The HTTP information (shown on the previous page) is optional and dependent on the license used. The
HTTP-enabled license will allow the analyst to see all of the information captured during the transaction.
The standard license does not allow the analyst to see any of the HTTP request/response body.
Changing the license (a no-cost option) is required to change the view.

Common Use Cases for Defect Detail Report

e What exactly happened in the defect? | need to be able to deliver the details to the triage team
to help them determine the root cause of the problem.

e Was the defect caused by systematic issues or was it due to content issues?

e What time is associated with each of the layers through which the transaction flows?

e If the same user is experiencing the defects, are there specific details of the transaction that can
help isolate the problem that are unique to this user?
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Affected User Groups/Affected Users Report

v N . ; Help  About My Account
m Wlly Wily Customer Experience Manager™
CEM

Service Level Management l Incident Management l Performance Reports | Quality Reports l Analysis Graphs l My Reports l

Incident Management

& Incident Details - Affected User Groups -- click on any link to view more incident-related information. More...
Cverview | Troubleshoot | Affected User Groups | Affected Users
IAffected User Group List for Incident 1009

User Group | Impact Level Identified
Users
CallCenter Medium (Default) 29
Dublin Medium (Default) 21
London WMedium (Default) 28
NYSE Medium (Default) 7
QOnling High [

5 items found, displaying all items
a user Gri

Report Location

CEM | Incident Management | Affected User Groups/Affected Users

Who should view this report?
Individuals who are involved in the following areas should refer to the Affected Users Report:

e Help desk

e Problem triage

e Problem diagnosis
e Customer service

What do the numbers mean?

Users are identified by CEM using their user ID. All users are automatically assigned to the New Users
group, unless the system has been configured to assign them based on information that is passed during
the transaction or based on LDAP grouping.

If the groups are assigned geographically, the Affected User Group Report can be a helpful way to
quickly determine if the problem is related to a specific geographic network.

The Affected Users Report can be helpful for the customer service representatives, or even executives,
so they can contact the high-value users and explain what is happening prior to the customer contacting
support. The report is automatically sorted first by impact level and then alphabetically by login name.
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v N . ; Help  About My Account
WAly Wily Customer Experience Manager™
CEM

Logged in as: cemuser cemuser (Log Out )

Service Level Management l Incident Management l Performance Reports | Quality Reports l Analysis Graphs l My Reports l
Incident Management
& Incident Details - Affected Users -- click on any link to view more incident-related information. More...
Cverview | Troubleshoot | Affected User Groups | Affected Users
IAffected User List for Incident 1009
User Login Name | Impact Level | User Group
Thorzen, Jane jthorson Critical Online
Blumfieid, Rose T Critical CallCenter
Green, Silas sgreen High Onling
Jellico, Mikeal mijellico High Onling
Mciroy, Dermot dmeilroy High Onling
Tuomo, Jesper juomo High Online
Alba, Fiona falba Medium (Default) | Dublin
Allgeed, Stephanie | salgood Medium (Default) | CallCentsr
Arizpe, Marina marispe IMedium (Default) | CallCenter
Bean, Jason jpean Medium (Default) | CallCenter
Berger, Eric eberger Medium (Defaulty | CallCenter
Blumfigld, Rose r Medium (Default) | CallCenter
Braun, Matt mbraun Medium (Default) | London
Bundy, Curtiz cbundy Medium (Default) | CallCenter
Christian, Wal wchristian IMedium (Default) | CallCenter
Cehn, Marty mcohn WMedium (Default) | Dublin
Cox, Simeon BCOX Medium (Default) | London
Ellicot, Kathering kelicot Medium (Default) | London
Emi, Kivoghi kemi Medium (Defaulty | NY'SE
Emoy, Jasmine jemoy Medium (Default) | Dublin
Endeh, Mayuri mendoh Medium (Default) | Dublin
Ermine, Art asrming Medium (Default) | Dublin
Esmay, Terrence tesmay Medium (Default) | Dublin
Fujino, Kiichi kfujino Medium (Default) | NY'SE
Gentry, Harrizon hgentry Medium (Default) | London
91 items found, displaying 1 to 25 [First/Prev] 1. 2, 3, 4 [Next/Last]

Common Use Cases for Affected User Groups/Affected Users Report

e To ensure that our highest value customers are being well served, we need to know if any of
them have been affected by our transaction incident. When we see that they have been
impacted, we can call them and explain the circumstances, so we can diffuse the situation.
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Transaction SLA Report

v . . ; Help  About Ny Account
(o] WA!!Y Wily Customer Experience Manager™
CEM

Logged in as: cemuser cemuser (Log Out )

Service Level Management l Incident Management l Performance Reports I Quality Reports l Analysis Graphs ] My Reporis l

Service Level Management
& status report showing all business processes, including success rate observed / SLA, average time observed / SLA, and Six Sigma related statistics, sorted by

lsuccess rate observed in ascending order.
Transaction SLA | User SLA | Correlational SLA | Transaction Trend | User Trend | Business Value
Business Process: User Group: Time Frame: View:
| All M |A|| M |T0c|ay M | Performance M | Refresh Printable PDF  Email Save or Schedule
PDF Report
Business Process SLA Report
Success | Success | Success | Average Average Average
Business Process Rate Rate Rate Time Time Time
Status | Observed SLA Status Observed SLA
Trading ' 83.881% §5.000% l 2.738= to 46082 4.000s
Siebel Call Center l 99.614% 95.000% l 2710=to 4.734= | 4.000s to 5.000=
Portfolio l 95.857% 95.000% ' 1.100= to 17.830s | 4.000s to 20.000s
Quotes & Research . 100.000% 95.000% . 0.075% to 6.694s 7.000s
Employee Stock Plans l 100.000% §5.000% l 2712210 2.7618 £.000=
Mertgages & Home Equity l 100.000% 95.000% ' 0.785s to 4.438= E.000s
Mutual Funds l 100.000% §5.000% ' 2744z to 27822 5.000=s
Accounting - AR Processing l 100.000% 95.000% l 0.442zto 11.1118 11.0008
Human Resources [ ] 100.000% 55.000% ] 2724z 10 2782 5.000=
ETF= ' 100.000% §5.000% ' 0.767= to 8.247= 5.000=
Bends l 100.000% 95.000% ' 0.548s to 5556 5.000=
Accounting - Payroll l 100.000% 55.000% ' 2.734s 10 2.783s 5.000s
Inventory Processing l 100.000% 95.000% ' 0.240s to 0.3402 5.000s
13 items found, displaying all items
[Start Time: 23-Feb-2009 00:00 End Time: 23-Feb-2009 16:59

Report Location
CEM | Service Level Management | Transaction SLA
Who should view this report?

Individuals who are involved in the following areas should refer to the Transaction SLA Report:

e IT application owner
e Performance management
e Quality assurance
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What do the numbers mean?

The Transaction SLA Report focuses on the projected service level agreements (SLAs) for business
transactions in the following areas.

e Targeted Success Rate
e Average Response Time

The Success Rate is the percentage of defect-free transactions. Defects include slow transaction times,
incomplete transactions, missing components and other problems, though being defective does not
necessarily mean that the transaction did not complete. The Success Rate SLA is a target for the defect-
free transactions. At the business process level, this is an average success rate for all transactions within
the business process.

The Average Response Time is the average of all transactions in a specific business process or for a
specific business transaction. This is independent of the defect threshold for business transactions. The
defect threshold represents a value, where if the transaction is slower, the problem resolution team will
be involved. The average time SLA represents the actual target time of the transaction, and may be
significantly different than the defect threshold.

Also, there is no notification of a violation of the average time SLA. At the business process level, there
may be a range of values, representing the average times of the individual business transactions within
the business process.

Each business process and business transaction can either inherit the SLAs from the domain-level
settings, or can be set individually.

The results are ranked based on the success rate, with the lowest success rate on top, assuming that is
the area of greatest concern.

APM End-user Monitoring Reports Guide | CA Inc.



Wjﬂly Wily Customer Experience Manager™

Help  About My Account

CEM

Logged in as: cemuser cemuser (Log Out )

Service Level Management l Incident Management ] Performance Reports I Quality Reports l Analysis Graphs l My Reports l

Service Level Management

(5] status report showing all business processes, including success rate observed / SLA, average time observed / SLA, and Six Sigma related statistics, sorted by
success rate observed in ascending order.

Business Process: User Group: Time Frame: View:

[Trading [v] [an [v] [Today [v] [Performance [w| [ Refresh | Printable PDF Email Save or Schedule
PDF Report

Business Transaction SLA Report

Success | Success | Success | Average | Average | Average
Business Transaction Rate Rate Rate Time Time Time

Status | Observed SLA Status | Observed SLA
Place Order ] 98.725% | 95.000% [ ] 4809 4.000s
Login [ ] 98.521% | 95.000% [ ] 27368 40008
View Orders ] 99.408% | ©5.000% [ ] 27398 4.0008
Balances [ ] 99.482% | 95.000% [ ] 2777s 4.0008
Transaction Higtory ' 99.542% 95.000% l 27448 4.000s
Optiong Trading [ ] 100.000% | 95.000% [ ] 43668 40002

6 items found, displaying all items

Start Time: 23-Feb-2009 00:00 End Time: 23-Feb-2009 16:59 _

The time frame may also be adjusted, based on available time frames. (See page x for the list and
explanation of possible time frames)

Common Use Cases for Transaction SLA Report

o  We reflect our internal SLAs in our monitoring reports. How are we doing in relation to our
SLAs?
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User SLA Report

v N . ; Help  About My Account
m Wlly Wily Customer Experience Manager™

CEM

Logged in as: cemuser cemuser (Log Out )

Service Level Management l Incident Management l Performance Reports | Quality Reports l Analysis Graphs l My Reports l

Service Level Management

E status report showing all user groups, including success rate observed / SLA, average time observed / SLA, and Six Sigma-related statistics, sorted by success
rate observed in ascending order.

User Group: Business Process: Business Time Frame: View:
Transaction:
[0 R [] [an]w] [Today [v| [Performance [v| [ Refresh | Printable PDF Email Save or
PDF  Schedule
Report

User Group SLA Report

Success | Success | Success | Average Average Average
User Group Rate Rate Rate Time Time Time
Status | Observed SLA Status Observed SLA

London ] 95.843% 95.000% [ ] 0.078s to 17.748s 5.000s
CallCenter [ ] 99.881% 95.000% [ ] 0.075s to 18.008s 5.000s
Dublin l 99.854% 55.000% l 0.073s te 17.8912 5.000=
NY'SE l 99.908% 95.000% l 0.073s to 17.493s 5.000s
QOnling l 99.922% 95.000% l 0.0732 te 17.4132 5.000s
Wity Transaction Generator l 100.000% 95.000% . 2.592s to 2.760s £.000=

6 items found, displaying all items

StartTilﬂE: DDDD End Tilne: 1559 IgeneratEd: 1?09 _

Report Location

CEM | Service Level Management | User SLA

Who should view this report?
Individuals who are involved in the following areas should refer to the User SLA report:

e IT application owner

e Business manager

e Account manager

e Performance management
e Quality assurance

What do the numbers mean?

The calculations for the User SLA report mirror the calculations for the Transaction SLA Report.
However, instead of calculating the SLAs based on transactions, it is calculated by user group and
individual user. An SLA set for a user or group applies to all transactions, and is independent of the
transaction SLA.
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For example, a transaction has an SLA of 4 seconds, and the user has a user SLA of 8 seconds. An
instance of the transaction by the user executes in 6 seconds. It would fail when compared against the
transaction SLA, but would succeed when measured against the user SLA.

Each user and user group can either inherit the SLAs from the domain-level settings, or can be set
individually.

The results are ranked based on the success rate, with the lowest success rate on top, assuming that is
the area of greatest concern.

4 " . ; Help  About My Accc||
m wgly Wily Customer Experience Manager™
C

Logged in as: cemuser cemuser (Log Out )

Dashboard I Service Level Management ] Incident Management ] Performance Reports | Quality Reports ] Analysis Graphs I My Reports ]

Service Level Management

E status report showing user groups, including success rate observed / SLA, average time observed / SLA, and Six Sigma-related statistics, sorted by success rate observg

in ascending order. More...
Transaction SLA | User SLA | Correlational SLA | Transaction Trend | User Trend | Business Value
User Group: Business Process: Business Time Frame: View:
Transaction:
Londan M |AII M Iﬂu | Current Year M | Performance t] | Refresh | Printable PDF Email Save or r
PDF  Schedul
Report
User SLA Report
Success | Success | Success | Average Average Average
User Login Name Rate Rate Rate Time Time Time
Status | Observed SLA Status Observed SLA
Stewart, Andy astewart 99.926% §5.000% l 0.078s to 17.338: 5.000=
Jones, Norma njones . 99.928% 85.000% l 0.752= to 18 2862 5.000=
Irongide, Tim tironside . §9.820% 8E.000% l 0.788= to 18.035 £.000=
Romana, Iris iromana . 99.833% 55.000% l 0.446s to 15.031s 5.000s
Wiyeth, Ursula uwyeth . 99.940% 95.000% l 0.075s to 11.1408 5.000s o
QOTocle, Magnus motoole [ ] 99.8941% 95.000% [ ] 0.437= to 11.2842 5.000=
Johnzen, James Jiechn=cn ] 99.948% 95.000% [ ] 0.077= to 18.1152 5.000=
Peterson, Oscar opeterson . 99.948% 95.000% l 0.424z fo 11.2422 5.000=
Ellicet, Kathering kellicot . 95.545% 95.000% . 0.4372 to 17.4932 5.000=s
Stuart, David dstuart . 99.950% §5.000% . 0.435s to 17.663s 5.000s
Stewart, Charles catewart . 99.951% 95.000% . 1.078s to 17.770s 5.000s
Cruz, Ybor yeruz [ ] 99.954% 95.000% [ ] 0.077= to 16.933= 5.000=
Metz, Gloria ometz ] 99.959% | 85.000% [ ]
Hsu, Ed ehsu [ ] 99.9681% | 95.000% [ ]
Reddy, Srinivas sreddy ] 99.965% | 95.000% ] — -
[(_ {111} ] m

The time frame may also be adjusted, based on available time frames. (See page x for the list and
explanation of possible time frames)

Common Use Cases for User SLA Report

o We reflect our internal SLAs in our monitoring reports. How are we doing in relation to our
SLAs?
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e We group our customers, and set an SLA for each. We monitor to see if we are meeting our
agreed upon SLAs. Are we meeting those SLAs? What is the impact to our business if we
continue to fail to meet those SLAs?
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Correlational SLA Report

| Senvice Level Management

(£ Status report showing mutti-dimensional SLAS (by user group, by business transaction) including success rate observed / SLA | average time obeerved § SLA, and Six Sioma-relsted statistic

Transaction SLA | User SLA | Correlational SLA | Transaction Trend | User Trend | Business Walue
User Group: Business Transaction: Time Frame:
|AII [v] |AII [v] | Current Year [v] Refresh POF  Email PDOF  Save or Schedule Report
Correlational SLA Report
. i Success | Success | Success Aw_arage ﬂwgrage Aw_arage Sigma e ST
User Group Business Transaction Rate Rate Rate Time Time Time Status | Observed SLA
Status | Observed SLA Status | Observed SLA
Synthetic 0060 Open Kickstart ] 100.000% 9E.000% ] 0o0is 20002 ] * 300
oo Catch Al HTTPS B 100.000% 95 .000% [ ] 0022z 20002 B * 300
0020 Menu Local [ ] 99544% | 95.000% [ ] 0.0693 2.0008 [ ] 566 500
0030 Menu Wiklinks [ ] 99.844% | 93.000% [ ] 0.074s 20008 [ ] 536 500
0040 Menu Dovwninacs [ ] 100000% | 98.000% [ ] 01058 20002 [ ] * 500
0012 FAQ Submit Search [ ] 100000% | 98.000% [ ] 0.0625 20003 [ ] * 500
0011 Fag Search Form [ ] 9968% | 98.000% [ ] 0.109s 2.000s [ ] 52 500
0041 Open Dovwnloed Categary B 99.544% 95 000% l 2 G0G= 2000z B 572 5.00
0031 Weblinks View Category l 100.000% 95.000% l 0.065s 2.000s l * 5.00
00311 Wehlinks Open Link . 100.000% 95.000% l 0.01M2s 2.000s . * 5.00
00021 Cpen Userpage ] 99.945% | 95.000% i 0067 2000 ] 574 5.00
00022 Failedd Login [ ] 97 664% | 95.000% [ ] 0.012s 2.000s [ ] 469 5.00
0004 User Logout [ ] 99.532% | 98.000% [ ] 0.070s 2.0008 [ ] 508 500
13 items found, displaying all iterns.
Start Time: 1-Jan-2009 00:00 End Time: 3-May-2009 23:549 Generated: 4-May-2009 10:35

Report Location

CEM | Service Level Management | Correlational SLA

Who should view this report?
Individuals who are involved in the following areas should refer to the Correlational SLA report:

e Performance management
e Quality assurance

What do the numbers mean?

There are SLAs for transactions and SLAs for users and groups. Normally, they are independent of each
other, but Correlational SLAs allow you to create SLAs that include both components. Each group or user
can have a specific SLA for each transaction, allowing you to tweak the reporting and monitoring to
ensure customer satisfaction.

An example would be to set the SLA for the London group and the trading transactions to 6 seconds, and
the portfolio transactions to 8 seconds. The SLA for the New York group would be 3 seconds for the
trading transactions and 4 seconds for the portfolio transactions.

CA Inc. | APM End-user Monitoring Reports Guide



The time frame may also be adjusted, based on available time frames. (See page x for the list and
explanation of possible time frames)

Common Use Cases for Correlational SLA Report

e We reflect our internal SLAs in our monitoring reports. How are we doing in relation to our
SLAs?

e We group our customers, and set an SLA for each. We monitor to see if we are meeting our
agreed upon SLAs. Are we meeting those SLAs? What is the impact to our business if we
continue to fail to meet those SLAs?

APM End-user Monitoring Reports Guide | CA Inc.



Transaction Trend Report

v . . . Help  About My Accou
ca wg!y Wily Customer Experience Manager™

CE

bgged in as: cemuser cemuser (Log Out )

Dashboard I Service Level Management l Incident Management l Performance Reports I Quality Reports l Analysis Graphs ] My Reports l

Service Level Management
S status report showing all business processes, including trends, rate of change, current values, and previous values for transaction success rate, average time, transaction

& | )

Report Location
CEM | Service Level Management | Transaction Trend

Who should view this report?
Individuals who are involved in the following areas should refer to the Transaction Trend Report:

e Resource allocation

e Capacity planning

e Quality assurance

e Performance management

CA Inc. | APM End-user Monitoring Reports Guide BEE]

counts, and Six Sigma-related statistics.
Transaction SLA | User SLA | Correlational SLA ‘ Transaction Trend | User Trend | Business Value
Business Process: User Group: Primary Time Secondary Time View:
Frame: Frame:
Al [v] [an [v] | Today [v] |[vesterday  [v| |Perormance[+| [ Refresn | Printable PDF Email Save or
PDF  Schedule|
Report | =
Business Process Trend Report
Freess Success | Success | Success | Success | Average | Average | Average | Average | Transaction | Transaction | Transaction | Transaction
Process Rate Rate Rate Rate Time Time Time Time Count Count Count Count
Trend Change | Current | Previous | Trend Change Current | Previous Trend Change Current Previous
Trading ; -1.1% 92.281% 100.000% ‘ 0.1% to 2736s to 172Izte & -2.1% 21,428 23,318
4.3% 4.808s 4418z
Siebel Call ; -0.4% 99.614% 100.000% ; 0.3% to 2710z 1o 2702zt ‘ -7.0% 55,121 59,255
Center 7.2% 29952 2783
Portfolio ; -0.1% 99.897% 100.000% ‘ 0.5% to 1.100= to 1.093= to ; -7.8% 55,437 50,110
0.8% 17.830= 17.681s
Cluotes & = 0.0% 100.000% 100.000% + 1.0% to 0.07%= to 0.074= to + -6.9% 34,005 36,538
Research 26% 6.604s 6.527s
Bonds - 0.0% 100.000% 100.000% ‘ 0.5% to 0.548s to 0.544s to * -T.3% 23,788 25,669
3.4% gz S.4T0= =
ETF= = 0.0% 100.000% 100.000% " -0.9% to - 0.767= to 0.774= to * -3.8% 17,988 19,718
0.1% 2.247s 8.253s3
Morigages & - 0.0% 100.000% 100.000% ‘ 0.1% to 0.765s o 0.785s to * -7.5% 12,507 13,948
Home Equity 0.4% 4438 4.41%s
Inventery = 0.0% 100.000% 100.000% ‘ 0.5% to 0.240s to 0.438s to & -9.2% 24,309 26,767
Processing 0.2% 0.840= 0.538=
Accounting - - 0.0% 100.000% 100.000% ; 0.7% to 0242z 1o 0438210 ‘ -7.0% 40,488 43,540
AR 1.3% 11.111= 10.955=s
Processing
Employee = 0.0% 100.000% 100.000% 1 -0.8% to - 2712z 10 2.733sto * -8.2% 30,142 32,837 M



What do the numbers mean?

The Transaction Trend Report focuses on the change from one time period to another, showing
improvement/deterioration of Success Rate, average time, and transaction volume.

e If the trend is worse (lower success rate or higher average time), the arrows will point down and

will be red \ .
e If the trend is better (higher success rate or lower average time), the arrows will point up and

will be green .

‘

e A higher or lower count is not necessarily good or bad, so the blue arrow reflects the
direction of the trend, but does not reflect good or bad.

e If there is no change, no arrow is shown.

The key to this report is to compare either the Success Rate Trend or the Average Time Trend to the
Transaction Count Trend.

e |[f the success rate or the average time is worse, and the transaction count is higher, it may be a
capacity problem, and resources should be allocated to capacity planning.

e |f the success rate or the average time is worse, and the transaction count is the same or lower,
it is probably not a capacity problem, but is likely an application or network problem. Resources
should be allocated to determine where the problem is (see Incident Management Report).

e If the success rate or the average time is worse or unchanged, and the transaction count is
higher, there is sufficient capacity to handle the load, and prior planning for the extra load has
been effective.

e [f the transaction count is significantly lower, there may be a problem with the transaction’s
page, there may be an external reason why fewer people are using the transaction, or the
transaction may have changed so the monitoring needs to be adjusted.

The “Primary Time Frame” is reflected in the “Current” success rate, average time, and transaction
count. The “Secondary Time Frame” is shown as the “Previous” rate, time, and count. Normally, the
more current time will be the primary time frame, and the older time will be the secondary time frame.
(See page x for the list and explanation of possible time frames)

Common Use Cases for Transaction Trend Report

e We have just started a new marketing initiative. How is it reflected in the transaction numbers?
How is my system performing relative to the new volume?

e We have a new version of the software/database/hardware/etc. Compared to the performance
before we made the change, how are we doing?

e We have made a significant investment in our bug-tracking and development teams. Is the
investment showing in the performance?

APM End-user Monitoring Reports Guide | CA Inc.



Performance Report

v . . i Help  About My Account
m wﬁglly Wily Customer Experience Manager™
CEM

Logged in as: cemuser cemuser (Log Out )

Service Level Management l Incident Management ] Performance Reporis I Quality Reports l Analysis Graphs l My Reporis l

Performance Reports

& List of all business processes, sorted in ascending order by success rate, including good and defective transactions, throughput, time, size, volume, and number of

identified users. More...
Business Processes | User Groups
Business Process: Time Frame: View:
[0 [v] [Today [v] [Performance [v] [ Refiesh | Printable PDF Email PDF Save or Schedule Report
Business Process Performance Report
PusinessProcess | US| pusiness | Business | Busmess | Average | Average | Average | Totel | Identiied
Transactions | Transactions | Transactions
Trading 92.281% 21,428 21,189 240 S.8kBis 31.280s 15.0kB 321.0MB @
Siebel Call Center 59.614% 35,121 54,908 213 23.6kBis 2.75%s 55.0kB | 3,029.5MB g4
Portfolio 99.8597% 55,437 55,380 T 19.0kBi= f.414z 43.8kB | 2,425.8MB 82
Quotes & Research 100.000% 34,005 34,005 0 87.9kB/= 2.139=s 44.6k5 | 1,526.4MB 45
Bends 100.000% 23,788 23788 o 35.4kBi=s 2283= 45.7kB | 1,110.8MB a7
ETFs 100.000% 17,988 17,988 o 39.2kBis 27563 54.8kB 586.2MB 40
Mortgages & Home Equity 100.000% 12,807 12,807 o 3.6kBis Z781s 7.1kB g1.1MB g4
Inventory Processing 100.000% 24,308 24,309 o 13.4kBi= 0.734s 7.7kB 186.2MB 65
Accounting - AR Processing | 100.000% 20,428 40,488 0 55.1kBi= 28752 55.1kB | 2,230.8MB 43
Employee Stock Plans 100.000% 30,142 30,142 o 23.8kBls 2.738s 54.9kB | 1,656.0MB @
Accounting - Payroll 100.000% 18812 19,612 o 23.6kBis 2752 54.9kB | 1,076.5MB 66
Mutual Funds 100.000% 34,710 34,710 o 23.5kB/s 27528 54.9kB | 1,906.8MB a7
Human Resources 100.000% 35415 28,415 0 23.8kBi= 27581 54.9kB | 2,185.2MB 53
13 items found, displaying all items
Start Time: 23-Feb-2009 00:00 End Time: 23-Feb-2009 16:59

Report Location
CEM | Performance Reports | Performance Report
Who should view this report?

Individuals who are involved in the following areas should refer to the Performance Report:

e Performance management
e Quality assurance
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What do the numbers mean?

The Performance Report focuses on the actual performance of business transactions in the following
areas. It can be produced at either the business process level or the business transaction level.

Success Rate

Transaction Counts

Averages, based on all monitored transactions, including
o Throughput
o Time to complete the transaction
o Size of transactions, in kilobytes

Total volume of all monitored transactions

The success rate is the percentage of defect-free transactions. Defects include slow transaction times,
incomplete transactions, missing components, and other problems, though being defective does not
necessarily mean that the transaction did not complete. The items in the report are ranked by the
success rate, with the item with lowest rate of success at the top. At the business process level, this is an
average success rate for all transactions within the business process.

The transaction counts show the number of transactions monitored, and segments them into good and
defective transactions. Good transactions have no recognized defects.

Throughput is the measure of flow of data, with higher numbers being better than lower. Each
transaction is measured for throughput, and the average throughput displayed is the average of all of
the throughputs from each transaction, rather than the calculation of the value based on the average
time and average size displayed in the report. Throughput may vary depending on the systems
producing the data. For example, since calculation time is also included in this value, a transaction that
includes web services or includes complex calculations may take longer than those that are simple
transactions.

The average time is a simple average of the total transaction time.

The size of the transaction is the total size from the first byte of the first request to the last byte of the
last response. The average size is a simple average of the monitored size of each transaction. The total
volume is a sum of the values of the sizes of all monitored transactions.

For similar transactions, reviewing the transaction times may be sufficient to determine if there are
poorly performing transactions. However, viewing the throughput is helpful when the results of the
transaction vary significantly in size. For example, a search transaction that returns a small subset of
data will likely take less time than one that returns a large subset of the data. In that case, throughput is
a better indicator of performance than average time.
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The values in the performance report must be compared to an expectation of performance or a
historical result. In the absence of historical or expected values, the best use of the data is to look for
abnormalities in the results.
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Performance Reports

& List of all business transactions, sorted in ascending order by success rate, including good and defective transactions, throughput, time, size, volume, and number
of identified users. More...

Business Processes | User Groups
Business Process: Time Frame: View:
|Trad|ng M |Toc|a\; M |F'erf0rmance M ‘ Refresh Printable PDF Email PDF  Save or Schedule Report

Business Transaction Performance Report

Business Business Success o thal o G?Od Eefl?ctive Average Average | Average | Total Identified
Process Transaction Rate Transactions | Transactions | Transactions Throughput Time Size Volume Users
Trading Place Order 898.725% 3,450 3,337 113 2.5kBis 48082 5.4kB 32.4MB ®
Trading Legin 98.521% 4,889 4797 12 4.8kBis 2.736s 11.1kB S54.0MB @
Trading View Orders 99.408% 4224 4188 il 4.3kBis 2738 8.5kB 41.9MB @
Trading Balances 99.482% 3,671 3,652 19 9.3kBls 277is 21.8kB 80.1MB @
Trading Transaction History 99.542% 2,404 2,393 i 11.7kBis 2744z 27.5kB 66.0MB @
Trading Options Trading 100.000% 2,821 2821 0 4.5kBis 43663 16.5kB 45.6MB ®

6 items found, displaying all items
StanTilﬂe: 23-F9h-2009 DUDD End Tilne: 23-F9h-2009 1659 _

The time frame may also be adjusted, based on available time frames. (See page x for the list and

explanation of possible time frames)

Common Use Cases for Performance Report

e One of our transactions has a much lower success rate than the others. What are the factors
affecting that success rate that is independent of other monitored transactions?

e The average throughput for some transactions is lower than for others. Why is there a
discrepancy?
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Quality Report
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Quality Reports

& List of all business processes, sorted in ascending order by vield, including opportunities, defects, sigma, DPMO, mean statistics, and number of identified users.

More...
Business Processes | User Groups
Business Process: Time Frame: View:
[0 [v] [Today [v] [avalt [v] [ Refresn | Printable PDF Email PDF Save or Schedule Report
Business Process Quality Report
Business Process Yield Opportunities | Defects | Sigma | DPMO Th"r‘:ﬂ;ahr;ut Mﬁ?‘iaen M;idzi:" VI:::}rarlle Idﬁ::i:ised
Trading 99.813% 128,834 240 440 1,868 4.2kBl= 3.08%2 12.9kB 321.0MB 5]
Siebel Call Center 99.936% 330,726 213 471 544 20.0kB/s 2758s 54.9kB | 3,029.5MB g4
Portfolio 99.983% 332,622 57 5.08 171 2.2kBiz 3.818s 41.9kB | 2.425.28MB 82
Quotes & Research 100.000% 204,030 0 - 0 27.5kBis 1.4398 44.9kB | 1,526.4MB 43
Bonds 100.000% 142,734 0 * 0 27.2kBl= 1.4502 42.8kB | 1,110.8MB 47
ETF= 100.000% 107,928 0 * o 28 4kBi= 1.7768 54.8kB 885218 40
Mertgages & Home Equity 100.000% 77,842 0 * i} 2.8kBiz 2E52s 6.5kB 81.1MB 54
Inventory Processing 100.000% 145,854 0 * 0 10.9kBis 0.649s 7.5kB 186.2MB a5
Accounting - AR Processing | 100.000% 242818 0 - 0 35.9kBiz 1.378s 55.2kB | 2230.8MB 48
Employee Stock Plans 100.000% 180,852 0 * 0 20.0kBl= 2724z 54.8kB | 1,556.0MB 5]
Accounting - Payrell 100.000% 17,672 0 * i} 20.0kB/s 2755 54.8kB | 1,076.5MB 86
Mutual Funds 100.000% 208,260 0 * 0 20.0kBis 2.755s 55.0kB | 1,906.8MB 47
Human Resources 100.000% 235,430 0 - 1} 20.0kBis 2754z 55.0kB | 2,165.2MB 53
13 items found, displaying all items
Start Time: 23-Feb-2009 00:00 End Time: 23-Feb-2009 16:59

Report Location
CEM | Quality Reports | Quality Report
Who should view this report?

Individuals who are involved in the following areas should refer to the Quality report:

e Performance management
e Quality assurance

e Six Sigma analysts

e Development teams
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What do the numbers mean?

The Quality Report focuses on Six Sigma-based statistics.

The foundation of the statistical calculations is based on the number of potential defects in any given
transaction, or the number of opportunities. For example, a transaction may have seven (or more or
less) potential defects, including slow time, low throughput, missing transaction, partial transaction,
missing component, server error, and client error. In this instance, there would be seven opportunities
for success or failure.

The yield is the percentage of opportunities that are successfully completed. If one of the defects above
(out of seven potential) was recognized, the yield for that transaction would be 85.7%. If two defects
were detected for the same instance of the transaction, the yield would be 71.4%. Additional defects
within an individual transaction reduce the yield for that transaction. The quality report is sorted by
yield, with the lowest yield at the top of the list.

This differs from the success rate shown in the performance report. Regardless of the number of defects
in a single transaction, the entire transaction is defective. In the performance report, the transaction is
either defective or it isn’t. The quality report shows how defective the transaction is.

DPMO is an acronym for defects per million opportunities. Some processes have many opportunities;
others have very few. DPMO normalizes the value, so it is possible to compare disparate processes to
determine which should be addressed first. The process with the highest DPMO is the one that has the
lowest quality.

The Sigma value represents the calculation of standard deviations from the mean. APM uses the same
1.5 Sigma shift as standardized by Six Sigma. The table below shows the number of DPMO and the yield
at several Sigma levels.

Sigma Level (o) DPMO Yield
Infinite 0 100%
6 3.4 or less 99.9999%
5 230 or less 99.98%
4 6200 or less 99.38%
3 67,000 or less 93.30%

In contrast to the Performance Report and its averages, the Quality Report calculates the median values
for the monitored transactions.

The median is the middle value of all recognized values, with 50% of the results lower, and 50% of the
results higher. Extremely high values can skew the average, whereas the median essentially ignores the
value of the outliers in the distribution. Consequently, the median can be a better representative of the
middle of the performance in applications, since there are only high value outliers without low value
outliers to balance the calculation.
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Quality Reports

E) List of all business transactions, sorted in ascending order by vield, including opportunities, defects, sigma, DFMO, mean statistics, and number of identified users.
More...

Business Processes | User Groups
Business Process: Time Frame: View:

[ Trading [v] [Today [v] [ouvalty [w] [Refresh | Printable PDF Email PDF Save or Schedule Report

Business Transaction Quality Report

neness | ppusmess | vield | opportunities | petects [ sigma |opmo | edian | [Fedian | nedian | total | 1denttied
Trading Place Order 99.454% 20,700 13 404 | 5459 2KkBle | 4593 9.5kB | 32.4MB [a]
Trading Login 98.754% 29,214 72 431 | 2465 41kBls | 27198 | 11.2kB | 54.0MB [a]
Trading Change Profile 98.901% 25,344 25 459 986 36kBis | 2751s | 10.0kB | 41.9MB 4]
Trading Balances 99.914% 22,026 19 463 283 7.0kBls | 2794s | 22.0kB | 20.1MB fa]
Trading Prepay Top Up 99.924% 18,424 1 487 783 10.1kBls | 2.789s | 27.7kB | 86.0MB [a]
Trading Options Trading 100.000% 18,925 0 + 0 39kBls | 4372s | 16.4kB | 46EMB fa]

o o o —

The time frame may also be adjusted, based on available time frames. (See page x for the list and
explanation of possible time frames)

Common Use Cases for Quality Report

e How can | tell if my development process for my applications is effective?
e  Which transactions are having problems?
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Pareto Analysis Graph
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Gl A bar graph of the ten most critical defects, enabling the determination of the defects with the greatest impact. Uses the Defect Pareto 80/20 rule. You can further analyz
defect statistics by clicking on a vertical bar in the graph. More...
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Report Location
CEM | Analysis Graphs | Defects
Who should view this report?
Individuals who are involved in the following areas should refer to the Pareto Analysis Graph:

e Help desk

e Problem triage

e Problem diagnosis
e Customer service
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What do the numbers mean?

The Pareto is a bar chart that is used to add context to the information in the other reports. It is based
on the Pareto Principle which states that 20% of the problems have 80% of the impact. Consequently, it
is critical to know which problems have the greatest impact, not just which ones occur most often.

The Pareto helps visually recognize which problems are the most important. It gets its data from the
business impact, rather than the defect count. Depending on the impact calculated for each defect,
other transactions may have a larger count, but a lower impact.

The blue line bends at the mark representing 80% of the impact. The farther left the bend is, the more
concentrated the problems are in a few transactions. The farther to the right the bend is, the more
general and common the problems are.

Common Use Cases for Pareto Analysis Graph

e One of our transactions has a much lower success rate than the others. What are the factors
affecting that success rate that is independent of other monitored transactions?

e The average throughput for some transactions is lower than for others. Why is there a
discrepancy?
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Time Analysis Graph

Success Rate | Time | Throughput | Size | volurmne | Count | rield | Defects

Business Process: Business Transaction: User Group: Time Frame: Report Type:
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Business Transaction Time Distribution Report
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Report Location
CEM | Analysis Graphs | Time
Who should view this report?
Individuals who are involved in the following areas should refer to the Time Analysis Graph:

e Performance management
e Quality assurance
e Risk assessment
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What do the numbers mean?

The Time Analysis Graph is a box whisker chart, representing a comparison of distribution curves, as if
you were looking down from above.

e The top and bottom represent the minimum and maximum values recognized
e The tick marks represent the 5" and 95" percentiles
o 5% of all transaction times were below the lower tick mark
o 5% of all transaction times were above the upper tick mark
e The box represents the 25™-75" percentiles of transaction times
e The white line in the box represents the median value recognized

The values above the 95" percentile indicate risk. The users that experienced that 5% of the
transactions are at risk to choose another vendor or method for their transaction, resulting in lost
revenue or increased costs. The higher values in that 5%, the greater the risk.

The blue box represents the majority of the users and their experience. If there is a large box,
representing a large variance in the performance of the transactions, it is likely that there will be a lack
of confidence in the performance of the system. If one time a transaction takes 3 seconds, but another
time it takes 30 seconds, and another time it takes 45 seconds, and another time it takes 5 seconds, the
user will not know if the transaction completed, didn’t complete, or even if it will. That erosion of

confidence will prompt the user to select a different method of executing the transaction, or a different
vendor.

If the web-based transactions are replacing brick-and-mortar or other high-cost/labor-intensive systems,
it may be impossible to reduce those services and their attendant costs.

Common Use Cases for Time Analysis Graph

e  Which of our customers are at risk? How much risk is there that they might find another source?
e We need to reduce the dependence our users have on the live customer support. They calling
too often for us to reduce our staff. What level of confidence can we expect now?
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Count Analysis Graph
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Analysis Graphs

S A bar graph, representing values for the number of transactions. You can further analyze defect statistics by clicking on a vertical bar in the graph. More...

Success Rate | Time | Threughput | Size | Veolume | Count | Yield | Defects

Business Process: Business User Group: Time Frama: Dimension:
Transaction:
All [v] [An]v] [l [v] [Today [w] [comparison|w| | Refresh | Printable PDF Email  Save or
PDF Schedule
Report

Business Process Count Report

W Defecti
W Good

Humber of Transactions Thousands)

Accounting - AP Processing
Accounting - AR Processing
Accounting - GL Processing
Accounting - Payroll
Awitek Brokerage

Claims Processing

Human Resources
Inwentory Processing
Materials Handling

Online Banking

Qrder Processing

Siebel Call Center

Siebel Service Orders

Report Location

CEM | Analysis Graphs | Count

Who should view this report?
Individuals who are involved in the following areas should refer to the Count Analysis Graph:

e Help desk

e Problem triage

e Problem diagnosis
e Customer service
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What do the numbers mean?

The Count Chart is a stacked bar chart that shows the counts of the transactions. The blue portion
represents the defect-free transactions and the red portion represents the defective transaction. It is
easy to see how the number of transactions vary and whether the percentage of defective transactions
is significant.

Common Use Cases for Count Analysis Graph

e One of our transactions has a much lower success rate than the others. What are the factors
affecting that success rate that is independent of other monitored transactions?

e The average throughput for some transactions is lower than for others. Why is there a
discrepancy?
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Real Time Transaction Metrics
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Report Location

Introscope Console

| Jan 28, 2008 9:51:51 PM
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Who should view this report?
Individuals who are involved in the following areas should refer to the Performance report:

e Executive management who need to see the results of recent initiatives, until the new item has
been confirmed to be stable

e Problem triage

e Problem diagnosis

e Customer service

What do the numbers mean?

Real Time Transaction Metrics shows CEM data in an Introscope console. However, rather than the
typical hourly reports, the following data is sent to the console every 15 seconds.

e Average response time
e Transaction counts per interval
e Defects per interval

With that information, it is easy to see a “snapshot’ of the performance of the system in near real-time.
If there are problems, errors, or even usability issues, it is easy to see that in a very quick time frame.

The flexibility of the console allows rapid changes to be made, and the language of the dashboard can
reflect the organization’s needs. Links can be created to allow deeper investigation in Introscope, or
context from other CEM reports.

Common Use Cases for Real Time Transaction Dashboards

e We just added a new page to our web site, with new options for our customers. Are our
customers using the new page, transactions, and capabilities? Are we having errors with the
new transactions? Can people use them effectively?

e We need to see how our web site and the transactions are doing at any time. We need to have a
“pulse” on the counts, the transaction times, and the errors, because we need to react quickly if
there is a problem.
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