Issue # 1 –  Huge number of Missing and Partial Response Defects seen in CEM, which are false positives.

Upon investigation it has been found that the TIM system of CEM is not dropping any traffic and is functioning as normal. Below is a snapshot of the Packet counters, CPU utilization and any dropped packets during peak time utilization. The TIM is operating around 10-12% of capacity.
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	Jul 28 2010 08:30
	572141
	0
	571907
	381424192
	10171
	9.9%
	6.2%
	3.9%
	291.29
	392
	2
	2
	2
	0
	36
	175

	Jul 28 2010 08:35
	484696
	0
	484695
	320322704
	8541
	8.9%
	5.3%
	3.9%
	291.29
	368
	3
	3
	3
	0
	33
	194

	Jul 28 2010 08:40
	549614
	0
	549855
	361583406
	9642
	8.7%
	5.2%
	3.8%
	291.29
	383
	9
	9
	9
	0
	32
	201

	Jul 28 2010 08:45
	565102
	0
	565102
	372991414
	9946
	9.3%
	5.6%
	3.9%
	291.29
	364
	16
	16
	16
	0
	32
	228

	Jul 28 2010 08:50
	579803
	0
	579799
	381542605
	10174
	9.2%
	5.6%
	3.9%
	291.29
	367
	16
	16
	16
	0
	31
	248

	Jul 28 2010 08:55
	574775
	0
	574778
	379097037
	10109
	9.7%
	6.2%
	3.8%
	291.29
	374
	11
	11
	11
	0
	30
	269

	Jul 28 2010 09:00
	564252
	0
	564210
	369578723
	9855
	9.4%
	5.9%
	3.8%
	291.29
	375
	15
	15
	15
	0
	27
	297

	Jul 28 2010 09:05
	572827
	0
	572868
	376967924
	10052
	10.1%
	6.7%
	3.7%
	291.29
	384
	12
	12
	12
	0
	25
	98

	Jul 28 2010 09:10
	552918
	0
	552920
	361716899
	9645
	9.9%
	6.5%
	3.7%
	291.29
	393
	17
	17
	17
	0
	23
	137

	Jul 28 2010 09:15
	557795
	0
	557440
	368983395
	9839
	10.6%
	6.9%
	4.0%
	291.29
	406
	9
	9
	9
	0
	23
	142

	Jul 28 2010 09:20
	570077
	0
	570222
	367539455
	9801
	11.4%
	7.4%
	4.3%
	291.29
	419
	4
	4
	4
	0
	22
	157

	Jul 28 2010 09:25
	508197
	0
	508406
	336182175
	8964
	11.0%
	6.9%
	4.4%
	291.29
	422
	1
	1
	1
	0
	15
	166

	Jul 28 2010 09:30
	553262
	0
	553263
	379746297
	10126
	10.1%
	6.0%
	4.4%
	291.29
	417
	1
	1
	1
	0
	14
	188

	Jul 28 2010 09:35
	506639
	0
	506638
	341509297
	9106
	9.2%
	5.2%
	4.3%
	291.29
	385
	6
	6
	6
	0
	14
	209

	Jul 28 2010 09:40
	553396
	0
	553397
	372590408
	9935
	8.1%
	4.2%
	4.2%
	291.29
	395
	24
	24
	24
	0
	14
	234

	Jul 28 2010 09:45
	551033
	0
	551032
	366090471
	9762
	8.7%
	4.9%
	4.1%
	291.29
	396
	36
	36
	36
	0
	15
	249

	Jul 28 2010 09:50
	572039
	0
	572030
	388849870
	10369
	9.4%
	5.3%
	4.4%
	291.29
	409
	34
	34
	34
	0
	16
	264

	Jul 28 2010 09:55
	557181
	0
	556834
	378060398
	10081
	9.6%
	5.6%
	4.3%
	291.29
	412
	16
	16
	16
	0
	15
	293

	Jul 28 2010 10:00
	543965
	0
	543965
	366695267
	9778
	9.2%
	5.4%
	4.1%
	291.29
	397
	18
	18
	18
	0
	16
	312

	Jul 28 2010 10:05
	521469
	0
	521825
	344213494
	9179
	16.2%
	12.5%
	4.0%
	291.29
	386
	25
	25
	25
	0
	15
	51

	Jul 28 2010 10:10
	581021
	0
	581022
	400767695
	10687
	17.1%
	13.4%
	4.0%
	291.29
	413
	13
	13
	13
	0
	19
	127

	Jul 28 2010 10:15
	537905
	0
	537905
	365402365
	9744
	15.1%
	11.5%
	4.0%
	291.29
	400
	10
	10
	10
	0
	19
	170

	Jul 28 2010 10:20
	546159
	0
	546158
	369551189
	9854
	13.7%
	10.0%
	3.9%
	291.29
	406
	15
	15
	15
	0
	21
	214

	Jul 28 2010 10:25
	544097
	0
	544088
	366710847
	9778
	13.8%
	10.2%
	3.9%
	291.29
	404
	21
	21
	21
	0
	20
	241

	Jul 28 2010 10:30
	568621
	0
	568628
	393454183
	10492
	17.0%
	13.5%
	3.8%
	291.29
	430
	18
	18
	18
	0
	23
	285


However what is worrisome is the enormous number of Out of Order TCP Bytes. Below is a snapshot of the current status of the packets handled on “eth1” or the monitoring port of CEM. As you can see, the TIM has around 274M bytes received Out of Order and the TIM will keep waiting for the remaining bytes to show up for about “1 minute” before it decides to log a missing/partial response defect.
Tim Status

	Analysis Status

	Total Packets 
	102,394,335

	Total Components 
	1,957,936

	Total TranSets 
	18,389

	Total TranUnits 
	18,390

	Total TranComps 
	18,390

	Total SSL Sessions 
	0

	Total Short Packets 
	0

	Executing Java plug-in id 
	0

	Memory Status

	Memory 
	291.29 MB (305,434,624 B)

	Queued Out-of-Order TCP Bytes 
	274,701,670

	Open Connections 
	422

	Open TranSets 
	3

	Open TranUnits 
	3

	Open TranComps 
	3

	Open SSL Sessions 
	0

	Login/Session entries 
	20

	Queued Login Info Items 
	0

	Queued Raw Events 
	0

	Statistics Records 
	191

	Updated 
	Jul 28 11:20:35


To determine the root cause behind this large number of Out of Order TCP bytes, queued up at the TIM, a TCP dump was done on the “eth1” port of TIM for the duration of 1 minute. Here are the findings and analysis using WireShark Network Protocol analyzer:
1. Errors in the incoming traffic to the TIM:
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Ertors: 7 Warnings: 156862 Notes; 33365 Chats: 329 Severty fiter: {Errors only

No. . |sever. | Group | Protocol | summary

105838 Emor  alformed THS Malformed Packet (Exception occurred)
150446 Emor  Malformed TS Malformed Packet (Exception occurred)
150553 Emor  Malformed TS Malformed Packet (Exception occurred)
152548 Emor  Malformed K11 packet-x11.c:4513; faled assertion
152549 Emor  Malformed K11 packet-x11.c:4513; faled assertion
195799 Emor  Malformed TS Malformed Packet (Exception occurred)
195800 Emor  Malformed TS Malformed Packet (Exception occurred)




2. Warnings….Causing us the most trouble in CEM. We can also see a large amount of  “Lost Segments”, which means that the packets were lost even before they were transmitted to TIM.[image: image3.png]| "1 wireshark: 190563 Expert Infos. [-[oix]

 Erors 2(7) Waring: 5 (156962) | oes: 7 (63065 | chots 17 329)| ot 190563 |

o= [pocal ¢ |sunmery «Jeont q

Sequence  TCP OutOf-Order segment 4346
Sequence  TCP ‘ACKed lost segment (comrion at capture start) 19743
Sequence  TCP Previous segment lost (common af capture start) 1522

Sequence  TCP Fast retranstission (suspected) 173

Sequence  TCP 2or0 window 6

. =





[image: image4.png]shark: 156869 Expert Infos

Ertors: 7 Warnings: 156862 Notes; 33365 Chats: 329

Severty fiter: _Error+Wam

BIEIES

No. | sever.

Growp

Protocal

Summry ©

265102 Warn
265109 Warn
265143 Warn
265169 Warn
265177 Warn
265182 Warn
265190 Warn
265209 Warn
265223 Warn
265237 Warn
265276 Warn
265400 Warn
265412 Warn
265419 Warn
265432 Warn
265481 Warn
265486 Warn
265450 Warn
265513 Warn
265542 Warn
265649 Warn

265655 Warn
265679 Warn
265686 Warn
265688 Warn
265631 Warn
265702 Warn
265717 Warn
265734 Warn
265769 Warn
265781 Warn
265783 Warn
265758 Warn
265806 Warn
265619 Warn
265886 Warn
265670 Warn
265676 Warn
265677 Warn
265678 Warn
265680 Warn
265695 Warn
265904 Warn
265905 Warn
265912 Warn

o

Wistart| 9 @ ©

Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence

Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence
Sequence

T
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp

TP
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp
Tcp

‘ACKed ost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
ACKed lost segment (common at capture start)

‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)
‘ACKed lost segment (common at capture start)

dose

> 3 2 Notepad +| [ 2 Micros... | ()2 Miros... | g mckesson | i) pest practi.. | €] cawiy C... |[{2 wires.. - ¥ untited-p...| [100% @ [@ DN ANB S 1n13A0




3. Duplicate ACKs – A large number of duplicate Acknowledgements  are being sent to the TIM for the same requests . This will simply increase the number of response streams, CEM will keep watching out for till time-outs happen.
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ROOT CAUSE
The Root cause of this problem seems to be at the span/tap point in the Network Switch, due to which the TIM is receiving dirty traffic, which causes all these false positive defects.

Possible causes could be 

1. VLAN Spanning causing congestion
2. Port Oversubscription 

3. Different Operating and Negotiation speeds between source and destination 
4. Temporary routing inconsistencies

Action Items

1. Action Item - Customer: This should be investigated by the Network Administrator @ Customer, who is in charge of creating the Span/Tap point in the network. This same can also be verified, by  mirroring the traffic being sent to the TIM and send it to any other Network Protocol Analyzing Tool.
The previous filters that had been setup on the networking side to send data to the TIM is as follows:

Previous Filters:

Filter 1 matches both IP SRC and IP DST for 10.7.70.20                                                                                      Filter 2 matches both IP SRC and IP DST for 10.7.70.8                                                                                            Filter 3 matches IP SRC 10.7.67.229 and IP DST 10.5.0.182 on SRC Port 8040

The changes that have been made to the filtering are as follows:

New Filters:
Filter 1 – CRM SRC:

It must match the SRC IP: 10.7.68.109 or 10.7.71.13 or 10.7.71.14 or 10.7.68.129 or 10.7.67.228 or 10.7.70.5 or 10.7.70.6 or 10.7.70.23 or 10.7.67.229 or 10.7.70.8 or 10.7.70.20 AND match SRC Port:  8400 or 8002 or 8012 or 8410 or 8022 or 8420 or 8450 or 8430 or 8433 or 8434 or 8040 or 8044 or 8043

Filter 2 – CRM DST:

It must match the DST IP: 10.7.68.109 or 10.7.71.13 or 10.7.71.14 or 10.7.68.129 or 10.7.67.228 or 10.7.70.5 or 10.7.70.6 or 10.7.70.23 or 10.7.67.229 or 10.7.70.8 or 10.7.70.20 AND match DST TCP Port:  8400 or 8002 or 8012 or 8410 or 8022 or 8420 or 8450 or 8430 or 8433 or 8434 or 8040 or 8044 or 8043

Filter 3 – CRM CSS SRC:

It must match the SRC IP: 10.7.162.5 or 10.7.162.25 or 10.7.162.29 or 10.7.162.26 or10.7.161.53 or 10.7.161.54 AND match SRC Port:  80 or 443

Filter 3 – CRM CSS DST:

It must match the DST IP: 10.7.162.5 or 10.7.162.25 or 10.7.162.29 or 10.7.162.26 or 10.7.161.53 or 10.7.161.54 AND match DST Port:  80 or 443
These changes send more data (other application data) to the TIM than earlier.  However the traffic is restricted by HTTP Ports and should look cleaner.
Pending items : Although filtering rules have been changed, the cabling still needs to be run to get End-User -- > Loadbalancer (10.7.161.54) traffic, which is currently missing.

Also the problem of dropped segments still exist and the networking group needs to resolve the same ASAP.

Action item – CA: Mean while Missing/Partial Responses can be disabled totally in CEM by running a SQL query against the TESS system…till the time, this issue is resolved. However that would mean, that CEM would not be able to capture system outages, when users are not able to get into the CRM system or get thrown off due to extreme slowness or timeouts.
