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This document describes tuning for CA Directory when used as a session store for CA SSO (formerly CA SiteMinder).  These recommendations are in addition to the steps outlined in the CA SSO installation guide.  These settings are a result of testing in a high volume environment, and may not be required for all implementations of CA Directory as a session store.
The nature of the session data stored in the Directory is much different than that of a User Store or a Policy store.  The session data is very transient with a short life span.  Entries in the session store are added and then removed very quickly, in some cases within a few minutes.  Given the nature of this shorted lived data, we are able to optimize some CA Directory configurations to provide better performance.

Optimize the indexes of the data.

Limit the attributes indexed on the directory by using the ‘set cache-index-all-except’ flag.  In the  “# grid configuration” section – make sure these attributes are listed.

            set cache-index-all-except = userpassword, createtimestamp, modifytimestamp, cn, sn, ou, creatorsname, modifiersname, smServerId, smVersion, smLastmClose, smMaxIdleTime, smVariableValue, smsessionblob;
Save the file .dxi file.  Complete this on all session store Data DSAs.

Disabled the Transaction log.
By default, each CA Directory DSA is configured to utilize a ‘transaction log’.  Session store has no need for the Transaction log.
To disable the transaction log, we need to add a configuration line to the server .dxi file.
cd $DXHOME/config/servers
edit  <SessionStoreDSA>.dxi and set the transaction log to this setting:
	 set disable-transaction-log = true; 
add it below the ‘set multi-write-disp-recovery = false;’ line.
	# multiwrite DISP recovery
	set multi-write-disp-recovery = false;
	set disable-transaction-log = true;


Optimizing replication

This recommendation focuses on the optimization of replication configuration of CA Directory in a very high volume update (modify/add/remove) request environment – such as CA SiteMinder session store.

Set Replication to Asynchronous between all DSAs (even if they are local)  - You can accomplish this by setting the “multi-write-async” as a dsa-flag in the knowledge configuration.


Multi-write Queue

Configure the multi-write queue to support a server being offline for a given period of time.  The multi-write queue setting defines the maximum number of transactions to be held in memory for a DSA that is unavailable.


Disable Multi-write DISP recovery 

Configure the multi-write-disp-recovery for false (default setting).  This recovery method is not needed in the session store directory.

In the servers configuration (<dsaName.dxi>) file, 
	
set multi-write-disp-recovery = false; 


No need to back-up the directory

There is no need to backup data that is always changing because a restore of any backup would be out-of-date and very inaccurate.


Data Partitioning* (if necessary and if CPU resources are available)

CA Directory supports data partitioning.  This will allow for the data (a single OU) to be divided up among multiple Data DSAs.  This can have a significant impact on performance by allowing more DSAs to handle the LDAP request load.

Data Partitioning will take advantage of all available hardware, whether extra CPUs on a single host or CPUs across multiple hosts.

Keep in mind that CA Directory is multi-threaded for LDAP Searches, but single threaded for updates to the directory.  This means that for high loads of update traffic, CA Directory may not be utilizing the full resources on a given host.  

In the environments that additional servers are available or additional resources (CPUs or Cores) on a host are not being leveraged, then you can consider configuring CA Directory Data Partitioning.

*Keep in mind that partitioning data in an environment that does not have available resources (extra CPUs), then partitioning the data could negatively impact performance.  Only partition the data if you have available CPUs!


CA SSO (formerly SiteMinder) 

CA SSO Policy Servers configured to use CA Directory as a session store are responsible for creating sessions and then cleaning up the expired sessions.  The Policy Servers create sessions when users authenticate, then periodically, the Policy Server will search for sessions that have expired and remove them.

In high volumes environments the CA SSO Policy Servers tend to spend many more cycles creating sessions than removing them.  Over a period of time, this will cause the directory to fill with primarily expired sessions.   To counter act this issue, CA offers a specialized Policy Server as a running process, called the SMDeleteSession.  This process remains running, all the while checking for expired sessions, then removes them.  It’s only function is to remove expired sessions.
